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Students learn best when they attend lectures and 
keep up with their reading and assignments... 

but learning shouldn’t end when class is over. 

MyEconLab Picks Up Where Lectures and Office Hours Leave Off 

Instructors choose MyEconLab: 

“MyEconLab offers them a way to practice every week. They receive immediate feedback and a 

feeling of personal attention. As a result, my teaching has become more targeted and efficient.” 

— Kelly Blanchard, Purdue University 

“Students tell me that offering them MyEconLab is almost like offering them individual tutors.” 

— Jefferson Edwards, Cypress Fairbanks College 

“Chapter quizzes offset student procrastination by ensuring they keep on task. If a student is having 
a problem, MyEconLab indicates exactly what they need to study.” 

— Diana Fortier, Waubonsee Community College 

Students choose MyEconLab: 
In a recent study, 87 percent of students who used MyEconLab regularly felt it improved their grade. 

“It was very useful because it had EVERYTHING, from practice exams to exercises to reading. Very 

helpful.” 

—student, Northern Illinois University 

“It was very helpful to get instant feedback. Sometimes I would get lost reading the book, and these 

individual problems would help me focus and see if I understood the concepts.” 

—student, Temple University 

“I would recommend taking the quizzes on MyEconLab because they give you a true account of 

whether or not you understand the material.” 

mmyyeconlab 
Get Ahead of the Curve 

—student, Montana Tech 

Visit www.myeconlab.com for all of the information you need on using MyEconLab. _ “J 



MICROECONOMIC STRUCTURE 
The organization of the microeconomics chapters continues to reflect the authors’ belief that the best way to 

understand how market economies operate—and the best way to understand basic economic theory—is to 

work through a simple model of a perfectly competitive market system first, including discussions of output 

markets (goods and services) and input markets (land, labor, and capital), and the connections between them. 

Only then do the authors turn to noncompetitive market structures such as monopoly and oligopoly. When 

students have worked through a simple model of a perfectly competitive market system, they begin to 

understand how the pieces of the economy “fit together.” Learning perfect competition first also enables 

students to see the power of the market system. It is impossible to discuss the efficiency of markets as well as 

the problems that arise from markets until students have seen how a simple perfectly competitive market 

produces and distributes goods and services. The accompanying visual gives you an overview of the structure. 

CHAPTERS 6-8 provide an overview of firm and household decision making in simple perfectly 

competitive markets. 

CHAPTERS 9-11 show how firms and households interact in output markets (goods and services) and 

input markets (labor, land, and capital) to determine prices, wages, and profits. 

CHAPTER 12 is a pivotal chapter that links simple perfectly competitive markets with a discussion of 

market imperfections and the role of government. 

CHAPTERS 13-19 cover the three noncompetitive market structures (monopoly, oligopoly, and 
monopolistic competition), externalities, public goods, uncertainty and asymmetric information, and 

income distribution as well as taxation and government finance. 
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4 Understanding the Microeconomy and the Role of Government 
To understand how the economy works, it helps to build from the ground up. We start in Chapters 6-8 with an overview of household 
and firm decision making in simple perfectly competitive markets. In Chapters 9-11, we see how firms and households interact in 
output markets (product markets) and input markets (labor/land and capital) to determine prices, wages, and profits. Once we have 
a picture of how a simple perfectly competitive economy works, we begin to relax assumptions. Chapter 12 isa voral chapter th 
links perfectly competitive markets with a discussion of market imperfections and the role of government. In Cee 13-19 we s 
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ECONOMICS IN PRACTICE FEATURE 
To help pique students’ interest in the economic world, the authors have created a new feature entitled 
Economics in Practice. This feature either (1) describes a personal observation or a research idea and 
provides an analysis using the concepts of the chapter or (2) presents a newspaper excerpt that relates to 
the concepts of the chapter. 

iPod and the World (Chapter 1, p. 6) 

Frozen Foods and Opportunity Costs (Chapter 2, p. 28) 

Bad News for Orange Juice Fanatics (Chapter 3, p. 67) 

Why Do the Prices of Newspapers Rise? (Chapter 3, p. 69) 

The Price Mechanism at Work for Shakespeare (Chapter 4, p. 79) 

Who Are the Elastic Smokers? (Chapter 5, p. 100) 

Elasticities at a Delicatessen in the Short Run and Long Run (Chapter 5, p. 101) 

Substitution and Market Baskets (Chapter 6, p. 123) 

Google: Is It Work or Is It Leisure? (Chapter 6, p. 126) 

UPS Technology Speeds Global Shipping (Chapter 7, p. 144) 

How Fast Should a Truck Driver Go? (Chapter 7, p. 146) 

Average and Marginal Costs at a College (Chapter 8, p. 166) 

Case Study in Marginal Analysis: An Ice Cream Parlor (Chapter 8, p. 170) 

Economies of Scale in Blood Banks (Chapter 9, p. 187) 

The Long-Run Average Cost Curve: Flat or U-Shaped? (Chapter 9, p. 190) 

Why Are Hot Dogs So Expensive in Central Park? (Chapter 9, p. 194) 

Julia Roberts: Theater or the Movies? (Chapter 10, p. 211) 

Time Is Money: European High-Speed Trains (Chapter 10, p. 214) 

What Makes Venture Capital Green? (Chapter 11, p. 231) 

Ethanol and Land Prices (Chapter 12, p. 247) 

Ticket Scalping in the Electronic Age (Chapter 12, p. 252) 

Managing the Cable Monopoly (Chapter 13, p. 272) 

The Government Takes on Whole Foods (Chapter 13, p. 279) 

Why Are Record Labels Losing Key Stars Like Madonna? (Chapter 14, p. 286) 

Price Fixing or Price Competition? (Chapter 14, p. 296) 

An Economist Makes Tea (Chapter 15, p. 308) 

Can Information Reduce Obesity? (Chapter 15, p. 312) 

Externalities Are All Around Us (Chapter 16, p. 326) 

The Debate Over Global Warming (Chapter 16, p. 331) 

Recycled Lemons (Chapter 17, p. 352) 

How to Read Advertisements (Chapter 17, p. 354) 

Does Price Matter in Charitable Giving? (Chapter 18, p. 376) 

The Gift and Estate Tax: A Call to Restore It in 2007 (Chapter 19, p. 387) 

Federal Tax Reform (Chapter 19, p. 396) 

Trade Barriers Take a Hit in 2008 (Chapter 20, p. 414) 

A Petition (Chapter 20, p. 417) 

Corruption (Chapter 21, p. 430) 

Cell Phones Increase Profits for Fishermen in India (Chapter 21, p. 435) 
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Preface 

Our goal in the 9th edition, as it was in the first edition, is to instill in students a fascination 
with both the functioning of the economy and the power and breadth of economics. The 
first line of every edition of our book has been “The study of economics should begin with a 
sense of wonder.’ We hope that readers will come away from our book with a basic under- 
standing of how market economies function, an appreciation for the things they do well, and 
a sense of the things they do poorly. We hope too that readers will learn that the proper role 
of government in a market economy is the subject of great debate around the world. That 
debate serves as the organizing principle behind this book. 

For an economics text to be effective, it must address the economic issues of the time. Since 
the publication of our eighth edition, the economic landscape has changed substantially. 

From 2003 through the end of 2007, the U.S. economy added over 8 million payroll jobs 
to the labor market, bringing the total to over 138 million. From a high of 6.3 percent in 
2003, the unemployment rate dropped steadily to 4.4 percent by mid-2007. 

The beginning of 2008 brought worries that the United States was in recession. During 
the first two quarters, the number of payroll jobs fell by nearly half a million and the unem- 
ployment rate jumped back up to 5.5 percent. The biggest issue facing the economy was a 

sharp downturn in the housing market and the resulting partial collapse of the mortgage 
market. 

The housing downturn first hit the economy through a sharp downturn in the demand 
for housing and a 55 percent drop in new home construction. Prices of homes also fell 

nationwide for the first time in over 30 years. Falling home prices led to a decline in house- 
hold wealth and a dramatic increase in mortgage defaults and foreclosures. This was made 
worse by the significant increase in lending to less creditworthy borrowers in what is called 

the subprime market. 
The collapse of the usually stable mortgage market sent shock waves through the finan- 

cial system worldwide. Banks, investment houses, and other financial service companies, as 

well as private investors lost hundreds of billions of dollars as many investors lost faith in the 
credit markets. To make matters worse, oil prices rose to over $147 per barrel, squeezing cor- 

porate profits, causing more layoffs, and pushing gasoline prices up. 
The government reacted in several ways. Congress and the president announced a fiscal 

stimulus package including rebates to taxpayers of over $120 billion. The Federal Reserve 

dropped interest rates for the seventh consecutive time in early 2008 and took unprece- 

dented action, directly participating in the rescue of Bear Stearns, the fifth-largest U.S. 

investment bank, from bankruptcy. In July, the Treasury and Federal Reserve jointly 

announced a plan to prevent the collapse of Fannie Mae and Freddie Mac, publicly held 

companies originally set up by the government to channel money into the mortgage market. 

Fannie and Freddie together held over $5 trillion in mortgages, about half of all the mort- 

gages in the United States. This precipitated a national debate on the role of the Federal 

Reserve, which will not be easily resolved. 

Internationally, the rise in oil prices was accompanied by a decline in the value of the 

dollar, making U.S. imports more expensive. Given this fact and a sharp increase in food and 

commodity prices, the possibility of serious inflation in the United States increased. The 

word stagflation came back in vogue. . 

On the positive side, the cheaper dollar led to a dramatic increase in U.S. net exports. 

Nonresidential construction continued to boom, and consumption remained surprisingly 

strong despite a huge drop in consumer confidence and the loss in housing wealth. While 

many were convinced that a recession was under way by the second quarter of 2008, others 

claimed that it was not yet in the numbers. All of this will influence the election of a new 

president in November 2008. ae 

To understand these events requires a working knowledge of at least the basic “vocabu- 

lary” of economics. 
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New to this Edition 

We have made every effort in this new edition to be responsive to the rapidly changing times, 

the recommendations of our reviewers, and our own teaching experiences. Here is a sum- 

mary of the key changes: 

1. Added a new chapter on uncertainty and asymmetric information 

2. Improved the organization of the market structure chapters by including a full chapter on 

monopolistic competition and a full chapter on oligopoly 

3, Added a new feature, Economics in Practice, to help students think critically about economics in 

the world around them 

4. Added modern topics, including behavioral economics 

5. Streamlined globalization coverage 

New Chapter: “Uncertainty and Asymmetric Information” 

Chapter 17, “Uncertainty and Asymmetric Information,” explores how consumers and firms 

make decisions using incomplete information. The chapter covers attitudes toward risk, 

adverse selection, moral hazard, market signaling, expected value and expected utility, and 

incentives in the health care industry. We use familiar examples, such as how people evaluate 

different salary offers and make decisions about health insurance. 

Improved Organization of Market Structure Chapters 

In the previous edition, we covered monopolistic competition and oligopoly in one chapter. 

In this new edition, we devote a full chapter to each market structure. This new organization 
allows us to expand several key topics and provide more examples. Chapter 14, “Oligopoly,” 
includes expanded coverage of game theory, new real-world examples, and new coverage of 
the five forces model. Chapter 15, “Monopolistic Competition,” includes new coverage of 
behavioral economics and expanded coverage of product differentiation and advertising. 
Business students should find some of the new material in these chapters interesting. 

CHAPTER 3 Demand, Supply, and Market Equilibrium 

Why Do the Prices of Newspapers Rise? 
In 2006, the average price for a daily edition of a Baltimore newspaper was $0.50. In 2007, the 
average price had risen to $0.75. Three different analysts have three different explanations for 
the higher equilibrium price. 

Analyst 1: The higher price for Baltimore newspapers is good news because it means the 
population is better informed about public issues, These data clearly show that the citizens of 

Baltimore have a new, increased regard for newspapers. 
Analyst 2: The higher price for Baltimore newspapers is bad news for the citizens of 

Baltimore. The higher cost of paper, ink, and distribution reflected in these higher prices will 
further diminish the population’s awareness of publi 

Analyst 3: The higher price for Baltimore newspapers is an unfortunate result of newspa- 

pers trying to make money as many consumers have turned to the Internet to access news 
coverage for free 

As economists, we a 
sense based on what w 

figure out which expla 

d with two tasks in looking at these explanations: Do they make 
omic principles? And if they do make sense, can we 

applies to the case of rising newspaper prices in Baltmore? 
What is Analyst 1 saying? Her observation about consumers’ new increased regard for 

newspapers tells us something about the demand curve. Analyst 1 seems to be arguing that 
tastes have changed in favor of newspapers, which would mean a shift in the demand curve to 

the right. With upward-sloping supply, such a shift would produce a price increase. So Analyst 
1's story is plausible. 

Analyst 2 refers to an increased cost of newsprint. This would cause production costs of 

newspapers to rise, shifting the supply curve to the left, A d 

also results in increased prices, So Analyst 2 a! 

Since Analyst 1 and Analyst 2 have plausible stor! 
at evidence to see who is in fact right. If you go back e 
find a clue. When demand shifts to the right (as in Analyst | 

d-sloping demand curve 

5 Des 
quantity as shown in Figure (a) below. When supply shifts to the left (as in Analyst 2’s story) the 

ce rises, but the quantity falls as shown in I 
paper circulation during th 

5 ing Ba 
most likely correct 

But be careful. Both analysts may be correct. If demand shifts to the right and supply shifts 
to the left by a greater amount, the price will rise and the quantity sold will fall 

What at 

access to ne 

papers bought have been falling, so Analyst 

Analyst 3? Analyst 3 clearly never had an e 

is a substitute for print media, A decrease in the y 
shift the demand for newspapers to the left. The result should e, not a price 
increase, The fact that the newspaper publishers are “trying to make money” faced with this 
new competition does not change the laws of supply and demand. 

New Feature: Economics in Practice 

To help pique students’ interest in the economic world, the 
authors have created a new feature entitled Economics in 
Practice. This feature either (1) describes a personal observa- 

tion or a research idea and provides an analysis using the con- 
cepts of the chapter or (2) presents a newspaper excerpt that 
relates to the concepts of the chapter. The Economics in Practice 

feature saves instructors time by providing a variety of real- 
world examples and helps keep students engaged in the chap- 
ters. Each feature includes a related end-of-chapter problem so 
that instructors can test students’ understanding of the con- 
cepts applied in the feature. Additional Economics in Practice 
features appear in the Instructor’s Manual so that instructors 

can present real-world examples in class that do not appear in 
the main text and in the PowerPoint® to aid in class discussion 
of the topics. Also, MyEconLab and the Test Item Files include 
questions related to the Economics in Practice feature for 
instructors who want to assess students’ understanding of the 
examples presented. 

Here (to the left) is an example of an Economics in Practice 
feature that appears in Chapter 3, “Demand, Supply, and Market 
Equilibrium.” 

For a complete list of the Economics in Practice features in 
this book, please see the detailed table of contents, which begins 
on page vy. 



Modern Topics 
In Chapter 11, “Input Demand: The Capital Market and the Investment Decision,” we have a 
new section on mortgages and the mortgage market to help students understand the hous- 
ing crisis that began in 2007. Chapter 13, “Monopoly and Antitrust Policy,” includes a new 
section on network externalities that helps students understand why they benefit from prod- 
ucts because many other people also use them and why network externalities may create a 
barrier to entry for firms. Chapter 14, “Oligopoly,” includes new coverage of Michael Porter’s 
five forces framework. As noted earlier, we cover behavioral economics in Chapter 15, 
“Monopolistic Competition.” Examples of behavioral economics also appear in Chapter 18, 
“Income Distribution and Poverty.” Chapter 16, “Externalities, Public Goods, and Social 
Choice,” includes a new section on positive externalities to complement the coverage of neg- 
ative externalities and provides a more detailed example of tradable permits. 

Streamlined Globalization Coverage 

To remove redundancy, we eliminated the globalization chapter and moved the relevant cov- 
erage into Chapter 20, “International Trade, Comparative Advantage, and Protectionism.” 

In addition to the preceding changes, we also updated all tables and graphs with the lat- 
est data. 

The Foundation 
Despite a new chapter, a new feature, updates, and other revisions, the themes of Principles of 
Microeconomics, Ninth Edition, are the same themes of the first eight editions. The purposes 
of this book are to introduce the discipline of economics and to provide a basic understand- 
ing of how economies function. This requires a blend of economic theory, institutional 
material, and real-world applications. We have maintained a balance between these ingredi- 
ents in every chapter. The hallmark features of our book are its: 

1. Three-tiered explanations of key concepts (stories-graphs-equations). 

2. Intuitive and accessible structure. 

3. International coverage. 
’ 

Three-Tiered Explanations: Stories-Graphs-Equations 

Professors who teach principles of economics are faced with a classroom of students with dif- 

ferent abilities, backgrounds, and learning styles. For some students, analytical material is dif- 

ficult no matter how it is presented; for others, graphs and equations seem to come naturally. 

The problem facing instructors and textbook authors is how to convey the core principles of 

the discipline to as many students as possible without selling the better students short. Our 

approach to this problem is to present most core concepts in the following three ways: 

First, we present each concept in the context of a simple intuitive story or example in 

words often followed by a table. Second, we use a graph in most cases to illustrate the story 

or example.And finally, in many cases where appropriate, we use an equation to present the 

concept with a mathematical formula. 

Microeconomic Structure 

The organization of the microeconomic chapters continues to reflect our belief that the best 

way to understand how market economies operate—and the best way to understand basic 

economic theory—is to work through the perfectly competitive model first, including dis- 

cussions of output markets (goods and services) and input markets (land, labor, and capi- 

tal), and the connections between them before turning to noncompetitive market structures 

such as monopoly and oligopoly. When students understand how a simple, perfectly com- 

petitive system works, they can start thinking about how the pieces of the economy “fit 

together.” We think this is a better approach to teaching economics than some of the more 
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traditional approaches, which encourage students to think of economics as a series of dis- 

connected alternative market models. 

Learning perfect competition first also enables students to see the power of the market sys- 

tem. It is impossible for students to discuss the efficiency of markets as well as the problems 

that arise from markets until they have seen how a simple, perfectly competitive market system 

produces and distributes goods and services. This is our purpose in Chapters 6 through lid 

Chapter 12, “General Equilibrium and the Efficiency of Perfect Competition,” is a piv- 

otal chapter that links simple, perfectly competitive markets with a discussion of market 

imperfections and the role of government. Chapters 13 through 15 cover three noncompeti- 

tive market structures—monopoly, monopolistic competition, and oligopoly. Chapter 16 

covers externalities, public goods, and social choice. Chapter 17, which is new to this edition, 

covers uncertainty and asymmetric information. Chapters 18 and 19 cover income distribu- 

tion as well as taxation and government finance. The accompanying visual, Figure II.2 from 

page 108, gives you an overview of our structure. 

Perfectly Competitive Markets Market Imperfections 

Household Behavior 

e¢ Demand in 

output markets 

¢ Supply in 
input markets 

* Choice of technology 
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4 FIGURE II.2 Understanding the Microeconomy and the Role of Government 

International Coverage 

As in previous editions, we continue to integrate international examples and applications in 
many chapters. Here are examples of our coverage: 

* Chapter 1, “The Scope and Method of Economics,” discusses the many countries that 
contribute to creating the iPod. 

¢ Chapter 7, “The Production Process: The Behavior of Profit-Maximizing Firms,” dis- 
cusses how United Parcel Service is using technology to speed worldwide delivery. 

* Chapter 10, “Input Demand: The Labor and Land Markets,” discusses how high-speed trains 
in Europe benefit travelers, the environment, and the economies of communities served. 

* Chapter 18, “Income Distribution and Poverty, includes a section on the distribution of 
income in various parts of the world, including sub-Saharan Africa, the Middle East, and 
Mexico. The chapter also discusses how technology affects income distribution. 



We also include two full chapters on the world economy: Chapter 20, “International Trade, 
Comparative Advantage, and Protectionism,” and Chapter 21, “Economic Growth in 
Developing and Transitional Economies.” These chapters cover the increasing economic 
interdependence among countries and their citizens. We focus on the causes and conse- 
quences of increased international trade of goods and services, increased cross-border 
movements of labor, and the outsourcing of jobs to low-wage labor markets outside the 
United States. 

Tools for Learning 
As authors and teachers, we understand the challenges of the principles of economics course. 
Our pedagogical features are designed to illustrate and reinforce key economic concepts 
through real-world examples and applications. 

Economics in Practice 

As described earlier, the Economics in Practice feature presents a real-world personal obser- 
vation, current research work, or a news article that supports the key concept of the chapter 
and helps students think critically about how economics is a part of their daily lives. The 
end-of-chapter problem sets include a question specific to each Economics in Practice feature. 
Students can visit www.myeconlab.com for additional updated news articles and related 
exercises. 

Graphs 

Reading and interpreting graphs is a key part of understanding economic concepts. The 
Chapter | Appendix, “How to Read and Understand Graphs,” shows readers how to interpret 

the 200-plus graphs featured in this book. We use red curves to illustrate the behavior of 
firms and blue curves to show the behavior of households. We use a different shade of red 

and blue to signify a shift in a curve. 

P 

Price of soybeans per bushel ($) | 
! 
| 
I 

0 25,000 35,000 50,000 Q 

Bushels of soybeans 

Problems and Solutions 

Each chapter and appendix ends with a problem set that asks students to think about and 

apply what they’ve learned in the chapter. These problems are not simple memorization 

questions. Rather, they ask students to perform graphical analysis or to apply economics 

to a real-world situation or policy decision. More challenging problems are indicated by 

an asterisk. Additional questions specific to the Economics in Practice feature have been 

added. Several problems have been updated. The solutions to all of the problems are 

available in the Instructor’s Manual. Instructions can provide the solutions to students so 

that they can check their understanding and progress. Please see the Instructor’s Manual. 
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4 FIGURE 3.9 Excess 
Demand, or Shortage 
At a price of $1.75 per bushel, 
quantity demanded exceeds 
quantity supplied. When excess 
demand exists, there is a tendency 
for price to rise. When quantity 
demanded equals quantity sup- 
plied, excess demand is elimi- 

nated and the market is in equi- 

librium. Here the equilibrium 
price is $2.50 and the equilib- 
rium quantity is 35,000 bushels. 
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MyEcon Lab 
Both the text and supplement package provide ways for instructors and students to assess 

their knowledge and progress through the course. MyEconLab, the new standard in person- 

alized online learning, is a key part of Case, Fair, and Oster’s integrated learning package for 

the ninth edition. 

For the Instructor 

MyEconLab is an online course management, testing, and tutorial resource. Instructors can 

choose how much or how little time to spend setting up and using MyEconLab. Each chap- 

ter contains two Sample Tests, Study Plan Exercises, and Tutorial Resources. Student use of 

these materials requires no initial set-up by their instructor. The online Gradebook records 

each student’s performance and time spent on the Tests and Study Plan and generates 

reports by student or by chapter. Instructors can assign tests, quizzes, and homework in 

MyEconLab using four resources: 

¢ Preloaded Sample Test questions 

¢ Problems similar to the end-of-chapter problems 

¢ Test Item File questions 

Self-authored questions using Econ Exercise Builder 

a ania = patil te 

Problem #3, During 2005 Orlando was growing rapidly Orlando's Housing Market 
New jobs were luring people to the area. Despite the 
increase in population and income growth that expanded 
the demand for housing, (shown as: Dognq -- Dogg) the 

price of existing homes barely increased. 

1) Use the line drawing tool to illustrate on the diagram 
provided why the price of housing did not mcrease 
appreciably with this increase in demand. Properly label 
this line. 

Cy) 
a 

) 
fon 
SS) 
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When demand increases, the only way for price to remain virtually unchanged is | H 

Quantity 

x 

Exercises use multiple-choice, graph drawing, and free-response items, many of which 
are generated algorithmically so that each time a student works them, a different variation is 
presented. MyEconLab grades every problem, even those with graphs. When working home- 
work exercises, students receive immediate feedback with links to additional learning tools. 

Customization and Communication MyEconLab in CourseCompass™ provides additional 
optional customization and communication tools. Instructors who teach distance learning 
courses or very large lecture sections find the CourseCompass format useful because they 
can upload course documents and assignments, customize the order of chapters, and use 
communication features such as Digital Drop Box and Discussion Board. 

For the Student 

MyEconLab puts students in control of their learning through a collection of tests, practice, and 
study tools tied to the online, interactive version of the textbook, and other media resources, 
Within MyEconLab’s structured environment, students practice what they learn, test their under- 
standing, and pursue a personalized Study Plan generated from their performance on Sample 
Tests and tests set by their instructors. At the core of MyEconLab are the following features: 

* Sample Tests, two per chapter 

¢ Personal Study Plan 

¢ Tutorial Instruction 

* Graphing Tool 



Sample Tests Two Sample Tests for each chapter are preloaded in MyEconLab, enabling 
students to practice what they have learned, test their understanding, and identify areas in 
which they need further work. Students can study on their own, or they can complete assign- 
ments created by their instructor. 

Personal Study Plan Based on a student’s performance on tests, MyEconLab generates a 
personal Study Plan that shows where the student needs further study. The Study Plan con- 
sists of a series of additional practice exercises with detailed feedback and guided solutions 
and keyed to other tutorial resources. 
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Tutorial Instruction Launched from many of the exercises in the Study Plan, MyEconLab 
provides tutorial instruction in the form of step-by-step solutions and other media-based 
explanations. 

Graphing Tool A graphing tool is integrated into the Tests and Study Plan exercises to 
enable students to make and manipulate graphs. This feature helps students understand how 
concepts, numbers, and graphs connect. 

Market Pnce 

y curve using the ine drawmg tool 

aw anew demand curve using the ine drawmg tool 

Properly label thes kne 

Note. If you are not prompted for line labels, you have 

used the wrong drawing tool 

3) Use the pomt drawing tool to define the new equikbrmm 
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Additional MyEconLab Tools }MyEconLab includes the following additional features: 

1. Economics in the News—This feature provides weekly updates during the school year of 

news items with links to sources for further reading and discussion questions. Instructors 

can assign these articles with related, auto-graded questions to assess students’ understand- 

ing of what they’ve read. 

2. eText—While students are working in the Study Plan or completing homework assign- 

ments, part of the tutorial resources available is a direct link to the relevant page of the text 

so that students can review the appropriate material to help them complete the exercise. 

3. Glossary—This searchable version of the textbook glossary provides additional examples 

and links to related terms. 

4, Glossary Flashcards—Every key term is available as a flashcard, allowing students to quiz 

themselves on vocabulary from one or more chapters at a time. 
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5. Ask the Author—Students can e-mail economics-related questions to the author. 

6. Research Navigator (CourseCompass™ version only)—This feature offers extensive help 

on the research process and provides four exclusive databases of credible and reliable source 

material, including The New York Times, the Financial Times, and peer-reviewed journals. 

MyEconLab content has been created through the efforts of: 

Charles Baum, Middle Tennessee State University; Sarah Ghosh, University of Scranton; 

Russell Kellogg, University of Colorado—Denver; Bert G.Wheeler, Cedarville University; 

and Noel Lotz and Douglas A. Ruby, Pearson Education 

Resources for the Instructor 

The following supplements are designed to make teaching and testing flexible and easy. 

Instructor’s Manual 

Prepared by Tony Lima of California State University, Hayward, the Instructor’s Manual is 

designed to provide the utmost teaching support for instructors. It includes the following 

content: 

° Detailed Chapter Outlines include key terminology, teaching notes, and lecture suggestions. 

* Topics for Class Discussion provide topics and real-world situations that help ensure that 
economic concepts resonate with students. 

* Unique Economics in Practice features that are not in the main text provide extra real- 

world examples to present and discuss in class. 

* Teaching Tips provide alternative ways to cover the material and brief reminders on 
additional help to provide students. These tips include suggestions for exercises and 
experiments to complete in class. 

e Extended Applications include exercises, activities, and experiments to help make eco- 
nomics relevant to students. 

¢ Solutions are provided for all problems in the book. 

Three Test Item Files 

We have tailored the Test Item Files to help instructors easily and efficiently assess student 
understanding of economic concepts and analyses. Test questions are annotated with the fol- 
lowing information: 

* Difficulty: 1 for straight recall, 2 for some analysis, 3 for complex analysis 

¢ Type: multiple-choice, true/false, short-answer, essay 

* Topic: the term or concept the question supports 

* Skill: fact, definition, analytical, conceptual 

¢ AACSB (see description that follows) 

¢ Special feature in the main book: Economics in Practice 

The Test Item Files include questions with tables that students must analyze to solve for numer- 
ical answers. The Test Item Files also contain questions based on the graphs that appear in the 
book. The questions ask students to interpret the information presented in the graph. Many 
questions in the Test Item Files require students to sketch a graph on their own and interpret 
curve movements, 

Microeconomics Test Item File 1, by Tisha Emerson of Baylor University: Test Item File 1 
(TIF1) includes over 2,200 questions. All questions are machine-gradable and are either 
multiple-choice or true-false. TIF1 is for use with the ninth edition of Principles of 
Microeconomics in the first year of publication. This Test Item File is available in a computer- 
ized format using TestGen EQ test-generating software. 

Microeconomics Test Item File 2, by Tisha Emerson of Baylor University: This addi- 
tional Test Item File contains another 2,200 machine-gradable questions based on TIF1 but 



regenerated to provide instructors with fresh questions when using the book the second year. 
This Test Item File is available in a computerized format using TestGen EQ test-generating 
software. 

Microeconomics Test Item File 3, by Richard Gosselin of Houston Community College: 
This third Test Item File includes 1,000 conceptual problems, essay questions, and 
short-answer questions. Application-type problems ask students to draw graphs and 
analyze tables. The Word files are available on the Instructor’s Resource Center 
(www.prenhall.com/casefair). 

The Test Item Files were checked for accuracy by Leon J. Battista, Bronx Community 
College; Mike Cohick, Collin County Community College; Dennis Debrecht, Carroll 
College; Amrik Dua, California State Polytechnic University, Pomona; Mitchell Dudley, The 
College of William & Mary; Ann Eike, University of Kentucky; Patricia Freeman, Jackson 
State University; Connel Fullencamp, Duke University; Craig Gallet, California State 
University, Sacramento; Michael Goode, Central Piedmont Community College; Steve 
Hamilton, California State Polytechnic University; Aaron Jackson, Bentley College; Rus 
Janis, University of Massachusetts, Amherst; Jonatan Jelen, The City College of New York; 
Kathy A. Kelly, University of Texas, Arlington; Kate Krause, University of New Mexico; Gary 
F. Langer, Roosevelt University; Leonard Lardaro, University of Rhode Island; Ross LaRoe, 
Denison University; Melissa Lind, University of Texas, Arlington; Solina Lindahl, California 

State Polytechnic University; Pete Mavrokordatos, Tarrant County College; Roberto 
Mazzoleni, Hofstra University; Kimberly Mencken, Baylor University; Ida Mirzaie, Ohio 
State University; Shahruz Mohtadi, Suffolk University; Ed Price, Oklahoma State University; 
Robert Shoffner, Central Piedmont Community College; James Swofford, University of 

South Alabama; Helen Tauchen, University of North Carolina, Chapel Hill; Eric Taylor, 
Central Piedmont Community College; Henry Terrell, University of Maryland; John 
Tommasi, Bentley College; Mukti Upadhyay, Eastern Illinois University; Robert Whaples, 
Wake Forest University; and Timothy Wunder, University of Texas, Arlington. 

The Association to Advance Collegiate Schools of Business (AACSB) The authors of the 
Test Item Files have connected select questions to the general knowledge and skill guidelines 
found in the AACSB assurance of learning standards. 

What Is the AACSB? AACSB isa not-for-profit corporation of educational institutions, cor- 
porations, and other organizations devoted to the promotion and improvement of higher 
education in business administration and accounting. A collegiate institution offering 
degrees in business administration or accounting may volunteer for AACSB accreditation 
review. The AACSB makes initial accreditation decisions and conducts periodic reviews to 
promote continuous quality improvement in management education. Pearson Education is 
a proud member of the AACSB and is pleased to provide advice to help you apply AACSB 

assurance of learning standards. 

What Are AACSB Assurance of Learning Standards? One of the criteria for AACSB accred- 

itation is quality of the curricula. Although no specific courses are required, the AACSB 

expects a curriculum to include learning experiences in areas such as the following: 

¢ Communication 

e Ethical Reasoning 

Analytic Skills 

Use of Information Technology 

Multicultural and Diversity 

Reflective Thinking 

Questions that test skills relevant to these guidelines are appropriately tagged. For example, a 

question testing the moral questions associated with externalities would receive the Ethical 

Reasoning tag. 

How Can Instructors Use the AACSB Tags? Tagged questions help you measure whether 

students are grasping the course content that aligns with the AACSB guidelines noted. In 

addition, the tagged questions may help instructors identify potential applications of these 

skills. This in turn may suggest enrichment activities or other educational experiences to 

help students achieve these skills. 
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TestGen 

The computerized TestGen package allows instructors to customize, save, and generate class- 

room tests. The test program permits instructors to edit, add, or delete questions from the 

Test Item Files; edit existing graphics and create new graphics; analyze test results; and orga- 

nize a database of tests and student results. This software allows for extensive flexibility and 

ease of use. It provides many options for organizing and displaying tests, along with search 

and sort features. The software and the Test Item Files can be downloaded from the 

Instructor’s Resource Center (www.prenhall.com/casefair). 

PowerPoint® Lecture Presentation 

Three sets of PowerPoint® slides, prepared by Fernando and Yvonn Quijano, are available for 

instructors to use. 

1. A comprehensive set of PowerPoint® slides that can be used by instructors for class presen- 
tations or by students for lecture preview or review. The presentation includes all the 
graphs, tables, and equations in the textbook. Two versions are available—the first is in 
step-by-step mode so that you can build graphs as you would on a blackboard, and in an 

automated mode, using a single click per slide. 

2. A comprehensive set of PowerPoint® slides with Classroom Response Systems (CRS) ques- 
tions built in so that instructors can incorporate CRS “clickers” into their classroom lec- 
tures. For more information on Prentice Hall’s partnership with CRS, see the description 
below. Instructors may download these PowerPoint presentations from the Instructor’s 
Resource Center (www.prenhall.com/casefair). 

3. A student version of the PowerPoint® slides is available as .pdf files from the book’s com- 
panion Web site at www.prenhall.com/casefair. This version allows students to print the 
slides and bring them to class for note taking. 

Instructor’s Resource CD-ROM 

The Instructor’s Resource CD-ROM contains all the faculty and student resources that sup- 
port this text. Instructors have the ability to access and edit the following three supplements: 

¢ Instructor’s Manual 

¢ Three Test Item Files 

¢ PowerPoint® presentations - 

By clicking on a chapter or searching for a key word, faculty can access an interactive library 
of resources. Faculty members can pick and choose from the various supplements and 
export them to their hard drives. 

Classroom Response Systems 

Classroom Response Systems (CRS) is an exciting new wireless polling technology that 
makes large and small classrooms even more interactive because it enables instructors to 
pose questions to their students, record results, and display the results instantly. Students can 
answer questions easily by using compact remote-control transmitters. Prentice Hall has 
partnerships with leading providers of classroom response systems and can show you every- 
thing you need to know about setting up and using a CRS system. We provide the classroom 
hardware, text-specific PowerPoint® slides, software, and support; and we show you how 
your students can benefit. Learn more at www.prenhall.com/crs. 

Blackboard® and WebCT® Course Content 

Prentice Hall offers fully customizable course content for the Blackboard® and WebCT® 
Course Management Systems. 
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Resources for the Student 
The following supplements are designed to help students understand and retain the key con- 
cepts of each chapter. 

MyEconLab 

MyEconLab allows students to practice what they learn, test their understanding, and pursue 
a personalized Study Plan generated from their performance on Sample Tests and tests set by 
their instructors. Here are MyEconLab’s key features. (See page xiv of this preface for more 
details on MyEconLab.) 

¢ Sample Tests, two per chapter 

¢ Personal Study Plan 

¢ Tutorial Instruction 

* Graphing Tool 

Study Guide 

The study guide, prepared by Thomas M. Beveridge of Durham Technical Community 
College, provides students with additional applications and exercises. 

Each chapter contains the following elements: 

¢ Point-by-Point Chapter Objectives A list of learning goals for the chapter. Each objec- 
tive is followed up with a summary of the material, learning tips for each concept, and 
practice questions with solutions. 

¢ Economics in Practice Questions A question that requires students to apply concepts of 
the chapter to the Economics in Practice feature. The answer accompanies the question. 

¢ Practice Tests Approximately 20 multiple-choice questions and answers and applica- 
tion questions that require students to use graphic or numerical analysis to solve eco- 
nomic problems. 

¢ Solutions Worked-out solutions to all questions in the Study Guide 

¢ Comprehensive Part Exams Multiple-choice and application questions to test stu- 
dents’ overall comprehension. Solutions to all questions are also provided. 

’ 

CourseSmart 

CourseSmart is an exciting new choice for students looking to save money. As an alternative to C ourse S ma rt 

purchasing the print textbook, students can purchase an electronic version of the same content | See i tl 

and save up to 50 percent off the suggested list price of the print text. With a CourseSmart 

eTextbook, students can search the text, make notes online, print out reading assignments that 
incorporate lecture notes, and bookmark important passages for later review. For more infor- 
mation or to purchase access to the CourseSmart eTextbook, visit www.coursesmart.com. 

art Choose Sr 

Student Subscriptions 

Staying on top of current economic issues is critical to understanding and applying microeco- 

nomic theory in and out of class. Keep students engaged by packaging, at a discount, a semes- 

ter-long subscription to the Wall Street Journal, the Financial Times, or Economist.com with 

each student text. Contact your local Prentice Hall representative for more information about 

benefits of these subscriptions and how to order one for your students. 
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PARTI INTRODUCTION TO ECONOMICS 

| The Scope and 
Method of Economics 

The study of economics should 

begin with a sense of wonder. Pause 

for a moment and consider a typi- 

cal day in your life. It might start 

with a bagel made in a local bakery 

with flour produced in Minnesota 

from wheat grown in Kansas and 

bacon from pigs raised in Ohio 

packaged in plastic made in New 

Jersey. You spill coffee from 

Colombia on your shirt made in 

Texas from textiles shipped from 

South Carolina. 

After class you drive with a 

friend on an interstate highway 

that is part of a system that took 

20 years and billions of dollars to build. You stop for gasoline refined in Louisiana from Saudi 

Arabian crude oil brought to the United States on a supertanker that took 3 years to build at a 

shipyard in Maine. 

Later you log onto the Web with a laptop computer assembled in Indonesia from parts 

made in China and send an e-mail to your brother in Mexico City, and you call a buddy on a cell 

phone made by a company in Finland. Your call is picked up by a microwave dish hidden in a 

church steeple rented from the church by a cellular company that was just bought by a European 

conglomerate. 

You use or consume tens of thousands of things, both tangible and intangible, every day: 

buildings, rock music, iPods, telephone services, staples, paper, toothpaste, tweezers, pizza, soap, 

digital watches, fire protection, banks, electricity, eggs, insurance, football fields, computers, 

buses, rugs, subways, health services, sidewalks, and so forth. Somebody made all these things. 

Somebody organized men and women and materials to produce and distribute them. Thousands 

of decisions went into their completion. Somehow they got to you. 

In the United States, over 146 million people—almost half the total population—work at 

hundreds of thousands of different jobs producing over $14 trillion worth of goods and services 

every year. Some cannot find work; some choose not to work. Some are rich; others are poor. 

The United States imports over $257 billion worth of automobiles and parts and about 

$229 billion worth of petroleum and petroleum products each year; it exports around $62 billion 

worth of agricultural products, including food. High-rise office buildings go up in central cities. 

Condominiums and homes are built in the suburbs. In other places, homes are abandoned and 

boarded up. 

Some countries are wealthy. Others are impoverished. Some are growing. Some are not. 

Some businesses are doing well. Others are going bankrupt. 

At any moment in time, every society faces constraints imposed by nature and by previous 

generations. Some societies are handsomely endowed by nature with fertile land, water, sunshine, 

and natural resources. Others have deserts and few mineral resources. Some societies receive 

much from previous generations—art, music, technical knowledge, beautiful buildings, and pro- 

ductive factories. Others are left with overgrazed, eroded land, cities leveled by war, or polluted 

natural environments. All societies face limits. 
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2 PARTI Introduction to Economics 

economics The study of 

how individuals and societies 

choose to use the scarce 
resources that nature and 

previous generations have 

provided. 

opportunity cost The 

best alternative that we forgo, 

or give up, when we make a 

choice or a decision. 

scarce Limited. 

marginalism The process 

of analyzing the additional or 

incremental costs or benefits 

arising from a choice or 

decision. 

Economics is the study of how individuals and societies choose to use the scarce resources 

that nature and previous generations have provided. The key word in this definition is 

choose. Economics is a behavioral, or social, science. In large measure, it is the study of 

how people make choices. The choices that people make, when added up, translate into 

societal choices. 

The purpose of this chapter and the next is to elaborate on this definition and to introduce 

the subject matter of economics. What is produced? How is it produced? Who gets it? Why? Is the 

result good or bad? Can it be improved? 

Why Study Economics? 
There are four main reasons to study economics: to learn a way of thinking, to understand soci- 

ety, to understand global affairs, and to be an informed citizen. 

To Learn a Way of Thinking 

Probably the most important reason for studying economics is to learn a way of thinking. 

Economics has three fundamental concepts that, once absorbed, can change the way you look at 

everyday choices: opportunity cost, marginalism, and the working of efficient markets. 

Opportunity Cost What happens in an economy is the outcome of thousands of individ- 

ual decisions. People must decide how to divide their incomes among all the goods and services 

available in the marketplace. They must decide whether to work, whether to go to school, and 

how much to save. Businesses must decide what to produce, how much to produce, how much to 

charge, and where to locate. It is not surprising that economic analysis focuses on the process of 

decision making. 

Nearly all decisions involve trade-offs. A key concept that recurs in analyzing the decision- 

making process is the notion of opportunity cost. The full “cost” of making a specific choice 

includes what we give up by not making the alternative choice. The best alternative that we forgo, 

or give up, when we make a choice or a decision is called the opportunity cost of that decision. 

When asked how much a movie costs, most people cite the ticket price. For an economist, 

this is only part of the answer: to see a movie takes not only a ticket but also timé. The opportu- 

nity cost of going to a movie is the value of the other things you could have dorte with the same 

money and time. If you decide to take time off from work, the opportunity cost of your leisure is 

the pay that you would have earned had you worked. Part of the cost of a college education is the 

income you could have earned by working full-time instead of going to school. If a firm pur- 

chases a new piece of equipment for $3,000, it does so because it expects that equipment to gen- 

erate more profit. There is an opportunity cost, however, because that $3,000 could have been 

deposited in an interest-earning account. To a society, the opportunity cost of using resources to 

launch astronauts on a space shuttle is the value of the private/civilian or other government 
goods that could have been produced with the same resources. 

Opportunity costs arise because resources are scarce. Scarce simply means limited. Consider 
one of our most important resources—time. There are only 24 hours in a day, and we must live 
our lives under this constraint. A farmer in rural Brazil must decide whether it is better to con- 
tinue to farm or to go to the city and look for a job. A hockey player at the University of Vermont 
must decide whether to play on the varsity team or spend more time studying. 

Marginalism A second key concept used in analyzing choices is the notion of 
marginalism. In weighing the costs and benefits of a decision, it is important to weigh onlythe 
costs and benefits that arise from the decision. Suppose, for example, that you live in New Orleans 
and that you are weighing the costs and benefits of visiting your mother in Iowa. If business 
required that you travel to Kansas City, the cost of visiting Mom would be only the additional, or 
marginal, time and money cost of getting to lowa from Kansas City. 
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Consider the music business. To produce a typical CD, music labels spend approximately 
$300,000 on recording the music and music video, developing marketing materials, and distrib- 
uting the album. Once the label has made this investment, physically producing another copy of 
the CD for sale typically costs about $2. When the music label is deciding whether to sign a new 
artist and produce a CD, the $300,000 investment is important. Companies such as EMI and 
Columbia Records spend a great deal of time thinking about whether a new CD by a newly dis- 
covered artist will sell enough copies to make a profit. But once an artist is signed and the invest- 
ment is made and the music label is trying to decide whether to manufacture the 100,001Ist copy 
of a new CD, the key cost number is $2. Every new copy costs only $2, and as long as EMI can sell 
that copy for more than $2, it is better off making the copy. The original investment made to cre- 
ate the music is irrelevant—a sunk cost. Sunk costs are costs that cannot be avoided because. sunk costs Costs that 
they have already been incurred: cannot be avoided because 

Technically, we call the incremental cost of producing one more unit of a good or service the they have already been 
marginal cost. One of the interesting changes in the music business is what has happened to the "curred. ie 
marginal cost of producing another copy of a CD given the introduction of iTunes as an alterna- 
tive to the physical CD. While it is not always easy to figure out what the marginal cost is (and we 

will spend some time in this text honing your skills in this area), understanding the idea of mar- 

ginalism when thinking about choices is critical. 

There are numerous examples in which the concept of marginal cost is useful. For an air- 

plane that is about to take off with empty seats, the marginal cost of an extra passenger is essen- 
tially zero; the total cost of the trip is roughly unchanged by the addition of an extra passenger. 
Thus, setting aside a few seats to be sold at big discounts through www.priceline.com or other 
Web sites can be profitable even if the fare for those seats is far below the average cost per seat of 
making the trip. As long as the airline succeeds in filling seats that would otherwise have been 

empty, doing so is profitable. 

Efficient Markets—No Free Lunch Suppose you are ready to check out of a busy 
grocery store on the day before a storm and seven checkout registers are open with several 

people in each line. Which line should you choose? Usually, the waiting time is approximately 

the same no matter which register you choose (assuming you have more than 12 items). If one 

line is much shorter than the others, people will quickly move into it until the lines are equal- 

ized again. 
As you will see later, the term profit in economics has a very precise meaning. Economists, 

however, often loosely refer to “good deals” or risk-free ventures as profit opportunities. Using 

the term loosely, a profit opportunity exists at the checkout lines when one line is shorter than 

the others. In general, such profit opportunities are rare. At any time, many people are search- 

ing for them; as a consequence, few exist. Markets like this, where any profit opportunities are 

eliminated almost instantaneously, are said to be efficient markets. (We discuss markets, the efficient market A 

institutions through which buyers and sellers interact and engage in exchange, in detail in — market in which profit 

Chapter 2.) 
opportunities are eliminated 

The common way of expressing the efficient markets concept is “there’s no such thing asa__ almost instantaneously. 

free lunch.” How should you react when a stockbroker calls with a hot tip on the stock market? 

With skepticism. Thousands of individuals each day are looking for hot tips in the market. If a 

particular tip about a stock is valid, there will be an immediate rush to buy the stock, which will 

quickly drive up its price. This view that very few profit opportunities exist can, of course, be 

carried too far. There is a story about two people walking along, one an economist and one not. 

The noneconomist sees a $20 bill on the sidewalk and says, “There’s a $20 bill on the sidewalk.” 

The economist replies, “That is not possible. If there were, somebody would already have 

picked it up.” 

There are clearly times when profit opportunities exist. Someone has to be first to get the 

news, and some people have quicker insights than others. Nevertheless, news travels fast and 

there are thousands of people with quick insights. The general view that large profit opportuni- 

ties are rare is close to the mark. 

\) The study of economics teaches us a way of thinking and helps us make decisions. 

tN] 



4 PARTI Introduction to Economics 

Industrial Revolution 

The period in England during 
the late eighteenth and early 

nineteenth centuries in which 

new manufacturing 

technologies and improved 

transportation gave rise to the 

modern factory system and a 

massive movement of the 

population from the 

countryside to the cities. 

To Understand Society 

Another reason for studying economics is to understand society better. Past and present eco- 

nomic decisions have an enormous influence on the character of life in a society. The current 

state of the physical environment, the level of material well-being, and the nature and number of 

jobs are all products of the economic system. : 

To get a sense of the ways in which economic decisions have shaped our environment, imag- 

ine looking out a top-floor window of an office tower in any large city. The workday is about to 

begin. All around you are other tall glass and steel buildings full of workers. In the distance, you 

see the smoke of factories. Looking down, you see thousands of commuters pouring off trains 

and buses and cars backed up on freeway exit ramps. You see trucks carrying goods from one 

place to another. You also see the face of urban poverty: Just beyond the freeway is a large public 

housing project and, beyond that, burned-out and boarded-up buildings. 

What you see before you is the product of millions of economic decisions made over hundreds 

of years. People at some point decided to spend time and money building those buildings and fac- 

tories. Somebody cleared the land, laid the tracks, built the roads, and produced the cars and buses. 

Economic decisions not only have shaped the physical environment but also have deter- 

mined the character of society. At no time has the impact of economic change on a society been 

more evident than in England during the late eighteenth and early nineteenth centuries, a 

period that we now call the Industrial Revolution. Increases in the productivity of agricul- 

ture, new manufacturing technologies, and development of more efficient forms of transporta- 

tion led to a massive movement of the British population from the countryside to the city. At 

the beginning of the eighteenth century, approximately 2 out of 3 people in Great Britain 

worked in agriculture. By 1812, only 1 in 3 remained in agriculture; by 1900, the figure was 

fewer than 1 in 10. People jammed into overcrowded cities and worked long hours in factories. 

England had changed completely in two centuries—a period that in the run of history was 

nothing more than the blink of an eye. 

It is not surprising that the discipline of economics began to take shape during this period. 

Social critics and philosophers looked around and knew that their philosophies must expand to 

accommodate the changes. Adam Smith’s Wealth of Nations appeared in 1776. It was followed by 

the writings of David Ricardo, Karl Marx, Thomas Malthus, and others. Each tried to make sense 

out of what was happening. Who was building the factories? Why? What determined the level of 

wages paid to workers or the price of food? What would happen in the future, and what should 

happen? The people who asked these questions were the first economists. ’ 

Similar changes continue to affect the character of life in more recent time’. In fact, many 
argue that the late 1990s marked the beginning of a new Industrial Revolution. As we turned the 

corner into the new millennium, the “e” revolution was clearly having an impact on virtually 

every aspect of our lives: the way we buy and sell products, the way we get news, the way we plan 

vacations, the way we communicate with each other, the way we teach and take classes, and on 

and on. These changes have had and will clearly continue to have profound impacts on societies 
across the globe, from Beijing to Calcutta to New York. 

These changes have been driven by economics. Although the government was involved in the 
early years of the World Wide Web, private firms that exist to make a profit (such as Facebook, 
YouTube, Yahoo!, Microsoft, Google, Monster.com, Amazon.com, and E-Trade) created almost all 
the new innovations and products. How does one make sense of all this? What will the effects of 
these innovations be on the number of jobs, the character of those jobs, the family incomes, the 
structure of our cities, and the political process both in the United States and in other countries? 

During the last days of August 2005, Hurricane Katrina slammed into the coasts of Louisiana 
and Mississippi, causing widespread devastation, killing thousands, and leaving hundreds of 
thousands homeless. The economic impact of this catastrophic storm was huge. Thinking about 
various markets involved helps frame the problem. 

For example, the labor market was massively affected. By some estimates, over 400,000 jobs 
were lost as the storm hit. Hotels, restaurants, small businesses, and oil refineries, to name just a 
few, were destroyed. All the people who worked in those establishments instantaneously lost their 
jobs and their incomes. The cleanup and rebuilding process took time to organize, and it eventu- 
ally created a great deal of employment. 

The storm created a major disruption in world oil markets. Loss of refinery capacity sent 
gasoline prices up immediately, nearly 40 percent to over $4 per gallon in some locations. The 
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price per gallon of crude oil rose to over $70 per barrel. Local governments found their tax bases 
destroyed, with no resources to pay teachers and local officials. Hundreds of hospitals were 
destroyed, and colleges and universities were forced to close their-doors, causing tens of thou- 
sands of students to change their plans. 

While the horror of the storm hit all kinds of people, the worst hit were the very poor, who 
could not get out of the way because they had no cars or other means of escape. The storm raised 
fundamental issues of fairness, which we will be discussing for years to come. 

The study of economics is an essential part of the study of society. 

To Understand Global Affairs 

A third reason for studying economics is to understand global affairs. News headlines are filled 

with economic stories. International events often have enormous economic consequences. The 

destruction of the World Trade Center towers in New York City in 2001 and the subsequent war 
on terror in Afghanistan and elsewhere led to a huge decline in both tourism and business travel. 

Several major airlines, including U.S. Airways and Swissair, went bankrupt. Hotel operators 

worldwide suffered huge losses. The war in Iraq and a strike in Venezuela, a major oil exporter, in 

2003 sent oil markets gyrating dramatically, initially increasing the cost of energy across the 

globe. The rapid spread of HIV and AIDS across Africa will continue to have terrible economic | 

consequences for the continent and ultimately for the world. \_ .. —— 

Some claim that economic considerations dominate international relations. Certainly, politi- 

cians place the economic well-being of their citizens near the top of their priority lists. It would be 
surprising if that were not so. Thus, the economic consequences of things such as environmental 

policy, free trade, and immigration play a huge role in international negotiations and policies. 

Great Britain and the other countries of the European Union have struggled with the agreement 

among most members to adopt a common currency, the euro. In 2005, France and the Netherlands 

rejected a proposed European constitution that would have gone a long way toward a completely 

open economy in Europe. The nations of the former Soviet Union are wrestling with a growing phe- 

nomenon that clouds their efforts to “privatize” formerly state-owned industries: organized crime. 

Another important issue in today’s world is the widening gap between rich and poor nations. 

In 2007, world population was over 6.5 billion. Of that number, over 2.4 billion lived in low- 

income (less than $900 annually per capita) countries and just over 1 billion lived in high-income 

(over $11,000 per capita per year) countries. The 37 percent of the world’s population that lives 

in the low-income countries receives less than 3.3 percent of the world’s income. In dozens of 

countries, per capita income is only a few hundred dollars a year. The 15 percent of the popula- 

tion in high-income countries earn 75 percent of the world’s income. 

An understanding of economics is essential to an understanding of global affairs. 

To Be an Informed Citizen 

A knowledge of economics is essential to being an informed citizen. During the last 35 years, the 

U.S. economy has been on a roller coaster. In 1973-1974, the Organization of Petroleum 

Exporting Countries (OPEC) succeeded in raising the price of crude oil by 400 percent. | 

Simultaneously, a sequence of events in the world food market drove food prices up by 25 per- 

cent. By mid-1974, prices in the United States were rising across the board at a very rapid rate. 

Partially as a result of government policy to fight runaway inflation, the economy went into a 

recession in 1975. (An inflation is an increase in the overall price level in the economy; a recession 

is a period of decreasing output and rising unemployment.) The recession succeeded in slowing 

price increases, but in the process, millions found themselves unemployed. 

From 1979 through 1983, it happened all over again. Prices rose rapidly, the government 

reacted with more policies designed to stop prices from rising, and the United States ended up 

with an even worse recession in 1982. By the end of that year, 10.8 percent of the work force was 

unemployed. Then, in mid-1990—after almost 8 years of strong economic performance—the 

5 
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ECONOMICS IN PRACTICE | 

iPod and the World 
It is impossible to understand the workings of 

an economy without first understanding the 

ways in which economies are connected across 

borders. The United States was importing 

goods and services at a rate of over $2 trillion 

per year in 2007 and was exporting at a rate of 

over $1.5 trillion per year. 
For literally hundreds of years, the virtues of 

free trade have been the subject of heated 

debate. Opponents have argued that buying 

foreign-produced goods costs Americans jobs and hurts American producers. Proponents 

argue that there are gains from trade—that all countries can gain from specializing in the pro- 

duction of the goods and services that they produce best. 

But in today’s global economy, it is often unclear what is an import and what is is an in export. 

Consider the following column in The New y York Times in 2007: 

An iPod Has Global Value. Ask the (Many) Countries That Make It. 

The New York Times 

Who makes the Apple iPod? Here’s a hint: It is not Apple. The company outsources the 

entire manufacture of the device to a number of Asian enterprises, among them 

Asustek, Inventec Appliances, and Foxconn. 

But this list of companies isn’t a satisfactory answer either: They only do final assem- 

bly. What about the 451 parts that go into the iPod? Where are they made and by whom? 

Three researchers at the University of California, Irvine—Greg Linden, Kenneth L. 
Kraemer, and Jason Dedrick—applied some investigative cost accounting to this question, 

using a report from Portelligent Inc. that examined all the parts that went into the iPod. 

Their study, sponsored by the Sloan Foundation, offers a fascinating illustration of 

the complexity of the global economy, and how difficult it is to understand that com- 

plexity by using only conventional trade statistics. < 
The retail value of the 30-gigabyte video iPod that the authors examined was 

$299. The most expensive component in it was the hard drive, which was manufac- 

tured by Toshiba and costs about $73. The next most costly components were the 

display module (about $20), the video/multimedia processor chip ($8), and the 
controller chip ($5). They estimated that the final assembly, done in China, cost 
only about $4 a unit. 

The researchers estimated that $163 of the iPod’s $299 retail value in the United 
States was captured by American companies and workers, breaking it down to $75 for 

distribution and retail costs, $80 to Apple, and $8 to various domestic component 
makers. Japan contributed about $26 to the value added (mostly via the Toshiba disk 
drive), while Korea contributed less than $1. 

The real value of the iPod doesn’t lie in its parts or even in putting those parts 
together. The bulk of the iPod’s value is in the conception and design of the iPod. That 
is why Apple gets $80 for each of these video iPods it sells, which is by far the largest 
piece of value added in the entire supply chain. 

Those clever folks at Apple figured out how to combine 451 mostly generic parts 
into a valuable product. They may not make the iPod, but they created it. In the end, 
that’s what really matters. 

Source: Hal R. Varian, Published: June 28, 2007, The New York Times, reprinted with permission. 
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The Scope of Economics 
Most students taking economics for the first time are surprised by 

the breadth of what they study. 

Some think that economics will teach them about the stock mark
et or what to do with their 

money. Others think that economics deals exclusively with prob
lems such as inflation and unem- 

ployment. In fact, it deals with all those subjects, but they are pie
ces of a much larger puzzte. 

Economics has deep roots in and dlose ties to social philosophy.
 An issue of great importance 

to philosophers, for example, is distributional justice. Why are some 
people rich and others poor? 

And whatever the answer, is this fair? A number of nineteenth-century social philosophers wres- 

tled with these questions, and out of their musings, economics as a separate discipline was born. 

The wari Iraq and the threat of international terrorism following the 9/11 attacks increased | 

“ The housing market began to boom in 2001. Fucled by lower interest rates that made bor- 
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microeconomics The 

branch of economics that 

examines the functioning of 

individual industries and the 

behavior of individual decision- 

making units—that is, firms 

and households. 

macroeconomics The 

branch of economics that 

examines the economic 

behavior of aggregates— 

income, employment, output, 

and so on—on a national scale. 

The easiest way to get a feel for the breadth and depth of what you will be studying is to 

explore briefly the way economics is organized. First of all, there are two major divisions of eco- 

nomics: microeconomics and macroeconomics. 

Microeconomics and Macroeconomics 

Microeconomics deals with the functioning of individual industries and the behavior of indi- 

vidual economic decision-making units: firms and households. Firms’ choices about what to pro- 

duce and how much to charge and households’ choices about what and how much to buy help to 

explain why the economy produces the goods and services it does. 

Another big question addressed by microeconomics is who gets the goods and services that 

are produced. Wealthy households get more than poor households, and the forces that determine 

this distribution of output are the province of microeconomics. Why does poverty exist? Who is 

poor? Why do some jobs pay more than others? 
Think again about what you consume in a day and then think back to that view over a big city. 

Somebody decided to build those factories. Somebody decided to construct the roads, build the hous- 

ing, produce the cars, and smoke the bacon. Why? What is going on in all those buildings? It is easy to 

see that understanding individual microdecisions is very important to any understanding of society. 

Macroeconomics looks at the economy as a whole. Instead of trying to understand what 

determines the output of a single firm or industry or what the consumption patterns are of a sin- 

gle household or group of households, macroeconomics examines the factors that determine 

national output, or national product. Microeconomics is concerned with household income; 

macroeconomics deals with national income. 

Whereas microeconomics focuses on individual product prices and relative prices, macro- 

economics looks at the overall price level and how quickly (or slowly) it is rising (or falling). 

Microeconomics questions how many people will be hired (or fired) this year in a particular 

industry or in a certain geographic area and focuses on the factors that determine how much 

labor a firm or an industry will hire. Macroeconomics deals with aggregate employment and 

unemployment: how many jobs exist in the economy as a whole and how many people who are 
willing to work are not able to find work. 

To summarize: 

Microeconomics looks at the individual unit—the household, the firm, the industry. It sees 

and examines the “trees.” Macroeconomics looks at the whole, the aggregate. It sees and 
analyzes the “forest.” 

x 

Table 1.1 summarizes these divisions of economics and some of the subjects with which they 
are concerned. 

TABLE 1.1 Examples of Microeconomic and Macroeconomic Concerns 

Division of 
Economics Production Prices Income Employment 

Microeconomics 

Macroeconomics 

Production/output 

in individual indus- 

tries and businesses 

How much steel 

How much office 

space 

How many cars 

National 

production/output 

Total industrial 

output 

Gross domestic 

product 

Growth of output 

Prices of individual 

goods and services 

Price of medical 

care 

Price of gasoline 

Food prices 

Apartment rents 

Aggregate price level 

Consumer prices 

Producer prices 

Rate of inflation 

Distribution of 

income and wealth 

Wages in the auto 

industry 

Minimum wage 

Executive salaries 

Poverty 

National income 

Total wages and 
salaries 

Total corporate 

profits 

Employment by 

individual businesses 

and industries 

Jobs in the steel 

industry 

Number of 

employees in a firm 
Number of 

accountants 

Employment and 

unemployment in the 

economy 

Total number 

of jobs 

Unemployment rate 

ESS 



CHAPTER 1 The Scope and Method of Economics 

The Diverse Fields of Economics 

Individual economists focus their research and study in many diverse areas. Many of these specialized 
fields are reflected in the advanced courses offered at most colleges and universities. Some are con- 
cerned with economic history or the history of economic thought. Others focus on international eco- 
nomics or growth in less developed countries. Still others study the economics of cities (urban 
economics) or the relationship between economics and law. These fields are summarized in Table 1.2. 

Economists.also. differ in the emphasis they place on theory. Some economists specialize in 
developing new theories, whereas other economists spend their time testing the theories of oth- 
ers. Some economists hope to expand the frontiers of knowledge, whereas other economists are | 
more interested in applying what is already known to the formulation of public policies. | 

TABLE 1.2. The Fields of Economics 

Comparative economic 

systems 

Econometrics 

Economic development 

Economic history 

Economics of race and gender 

Environmental economics 

Finance 

, 

The history of economic thought, 

Industrial organization 

International economics 

Labor economics 

Law and economics 

Public economics 

Urban and regional economics 

examines the ways alternative economic systems function. What are the advantages and 

disadvantages of different systems? 

applies statistical techniques and data to economic problems in an effort to test hypotheses and theo- 

ries. Most schools require economics majors to take at least one course in statistics or econometrics. 

focuses on the problems of low-income countries. What can be done to promote development in 
these nations? Important concerns of development economists include population growth and 

control, provision for basic needs, and strategies for international trade. 

traces the development of the modern economy. What economic and political events and scien- 

tific advances caused the Industrial Revolution? What explains the tremendous growth and 

progress of post—World War II Japan? What caused the Great Depression of the 1930s? 

examines the role of race and gender in economic theory, in economic life, and in policymaking. 

How has discrimination by race or gender affected the well-being of households and the distribu- 

tion of income and wealth? 

studies the potential failure of the market system to account fully for the impacts of production 
and consumption on the environment and on natural resource depletion. Have alternative public 
policies and new economic institutions been effective in correcting these potential failures? 

examines the ways in which households and firms actually pay for, or finance, their purchases. It 

involves the study of capital markets (including the stock and bond markets), futures and 

options, capital budgeting, and asset valuation. 

which is grounded in philosophy, studies the development of economic ideas and theories over time, 

from Adam Smith in the eighteenth century to the works of economists such as Thomas Malthus, 

Karl Marx, and John Maynard Keynes. Because economic theory is constantly developing and chang- 

ing, studying the history of ideas helps give meaning to modern theory and puts it in perspective. 

looks carefully at the structure and performance of industries and firms within an economy. How 

do businesses compete? Who gains and who loses? 

studies trade flows among countries and international financial institutions. What are the 

advantages and disadvantages for a country that allows its citizens to buy and sell freely in world 

markets? Why is the dollar strong or weak? 

deals with the factors that determine wage rates, employment, and unemployment. How do peo- 

ple decide whether to work, how much to work, and at what kind of job? How have the roles of 

unions and management changed in recent years? 

analyzes the economic function of legal rules and institutions. How does the law change the 

behavior of individuals and businesses? Do different liability rules make accidents and injuries 

more or less likely? What are the economic costs of crime? 

examines the role of government in the economy. What are the economic functions of 

government, and what should they be? How should the government finance the services that it 

provides? What kinds of government programs should confront the problems of poverty, 

unemployment, and pollution? What problems does government involvement create? 

studies the spatial arrangement of economic activity. Why do we have cities? Why are 

manufacturing firms locating farther and farther from the center of urban areas? 



10 PARTI Introduction to Economics 

positive economics An 
approach to economics that 
seeks to understand behavior 

and the operation of systems 

without making judgments. It 

describes what exists and how 

it works. 

normative economics 

An approach to economics 

that analyzes outcomes of 

economic behavior, evaluates 

them as good or bad, and may 

prescribe courses of action. 

Also called policy economics. 

descriptive 

economics The 

compilation of data that 

describe phenomena and facts. 

economic theory A 

statement or set of related 

statements about cause and 

effect, action and reaction. 

As you begin your study of economics, look through your school’s course catalog and talk to 

the faculty about their interests. You will discover that economics encompasses a broad range of 

inquiry and is linked to many other disciplines. 

The Method of Economics 
Economics asks and attempts to answer two kinds of questions: positive and normative. Positive 

economics attempts to understand behavior and the operation of economic systems without 

making judgments about whether the outcomes are good or bad. It strives to describe what exists 

and how it works. What determines the wage rate for unskilled workers? What would happen if 

we abolished the corporate income tax? The answers to such questions are the subject of positive 

economics. 

In contrast, normative economics looks at the outcomes of economic behavior and 

asks whether they are good or bad and whether they can be made better. Normative econom- 

ics involves judgments and prescriptions for courses of action. Should the government subsi- 

dize or regulate the cost of higher education? Should medical benefits to the elderly under 

Medicare be available only to those with incomes below some threshold? Should the United 

States allow importers to sell foreign-produced goods that compete with U.S.-produced prod- 

ucts? Should we reduce or eliminate inheritance taxes? Normative economics is often called 

policy economics. 
Of course, most normative questions involve positive questions. To know whether the gov- 

ernment should take a particular action, we must know first if it can and second what the conse- 

quences are likely to be. (For example, if we lower import fees, will there be more competition 

and lower prices?) 
Some claim that positive, value-free economic analysis is impossible. They argue that ana- 

lysts come to problems with biases that cannot help but influence their work. Furthermore, even 

in choosing what questions to ask or what problems to analyze, economists are influenced by 

political, ideological, and moral views. 
Although this argument has some merit, it is nevertheless important to distinguish between 

analyses that attempt to be positive and those that are intentionally and explicitly normative. 

Economists who ask explicitly normative questions should be forced to specify their grounds for 

judging one outcome superior to another. 

Descriptive Economics and Economic Theory ~ 

Positive economics is often divided into descriptive economics and economic theory. 

Descriptive economics is simply the compilation of data that describe phenomena and facts. 

Examples of such data appear in the Statistical Abstract of the United States, a large volume of data 

published by the Department of Commerce every year that describes many features of the U.S. 

economy. Massive volumes of data can now be found on the World Wide Web. As an example, 
look at www.bls.gov (Bureau of Labor Statistics). 

Where do all these data come from? The Census Bureau collects an enormous amount of raw 
data every year, as do the Bureau of Labor Statistics, the Bureau of Economic Analysis, and non- 
government agencies such as the University of Michigan Survey Research Center. One important 
study now published annually is the Survey of Consumer Expenditure, which asks individuals to 
keep careful records of all their expenditures over a long period of time. Another is the National 
Longitudinal Survey of Labor Force Behavior, conducted over many years by the Center for 
Human Resource Development at The Ohio State University. 

Economic theory attempts to generalize about data and interpret them. An economic 
theory is a statement or set of related statements about cause and effect, action and reaction. One 
of the first theories you will encounter in this text is the law of demand, which was most clearly 
stated by Alfred Marshall in 1890: When the price of a product rises, people tend to buy less of it; 
when the price of a product falls, people tend to buy more. 

Theories do not always arise out of formal numerical data. All of us have been collecting 
observations of people’s behavior and their responses to economic stimuli for most of our 
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lives. We may have observed our parents’ reaction to a sudden increase—or decrease—in 
income or to the loss of a job or the acquisition of a new one. We all have seen people standing 
in line waiting for a bargain. Of course, our own actions and reactions are another important 
source of data. 

Theories and Models 

In many disciplines, including physics, chemistry, meteorology, political science, and economics, 
theorists build formal models of behavior. A model is a formal statement of a theory, It is usually 
a mathematical statement of a presumed relationship between two or more variables. 

A variable is a measure that can change from time to time or from observation to observa- 
tion. Income is a variable—it has different values for different people and different values for the 

same person at different times. The rental price of a movie on a DVD is a variable; it has different 

values at different stores and at different times. There are countless other examples. 

Because all models simplify reality by stripping part of it away, they are abstractions. Critics 
of economics often point to abstraction as a weakness. Most economists, however, see abstraction 

as a real strength. 

The easiest way to see how abstraction can be helpful is to think of a map. A map is a repre- 

sentation of reality that is simplified and abstract. A city or state appears on a piece of paper as a 

series of lines and colors. The amount of reality that the mapmaker can strip away before the map 

loses something essential depends on what the map will be used for. If you want to drive from 

St. Louis to Phoenix, you need to know only the major interstate highways and roads. You lose 

absolutely nothing and gain clarity by cutting out the local streets and roads. However, if you 

need to get around Phoenix, you may need to see every street and alley. 

Most maps are two-dimensional representations of a three-dimensional world; they show 

where roads and highways go but do not show hills and valleys along the way. Trail maps for 

hikers, however, have “contour lines” that represent changes in elevation. When you are in a car, 

changes in elevation matter very little; they would make a map needlessly complex and more 

difficult to read. However, if you are on foot carrying a 50-pound pack, a knowledge of eleva- 

tion is crucial. 
Like maps, economic models are abstractions that strip away detail to expose only those 

aspects of behavior that are important to the question being asked. The principle that irrelevant 

detail should be cut dway is called the principle of Ockham’s razor after the fourteenth-century 

philosopHer William of Ockham. 

Be careful—although abstraction is a powerful tool for exposing and analyzing specific 

aspects of behavior, it is possible to oversimplify. Economic models often strip away a good deal 

of social and political reality to get at underlying concepts. When an economic theory is used to 

help formulate actual government or institutional policy, political and social reality must often be 

reintroduced if the policy is to have a chance of working. 

The key here is that the appropriate amount of simplification and abstraction depends on 

the use to which the model will be put. To return to the map example: you do not want to walk 

around San Francisco with a map made for drivers—there are too many very steep hills. 

All Else Equal: Ceteris Paribus It is usually true that whatever you want to explain with a 

model depends on more than one factor. Suppose, for example, that you want to explain the total 

number of miles driven by automobile owners in the United States. The number of miles driven 

will change from year to year or month to month; it is a variable. The issue, if we want to under- 

stand and explain changes that occur, is what factors cause those changes. 

Obviously, many things might affect total miles driven. First, more or fewer people may be 

driving. This number, in turn, can be affected by changes in the driving age, by population 

growth, or by changes in state laws. Other factors might include the price of gasoline, the house- 

hold’s income, the number and age of children in the household, the distance from home to 

work, the location of shopping facilities, and the availability and quality of public transport. 

When any of these variables change, the members of the household may drive more or less. If 

changes in any of these variables affect large numbers of households across the country, the total 

number of miles driven will change. 

model A formal statement 

of a theory, usually a 

mathematical statement of a 

presumed relationship between 

two or more variables. 

variable A measure that 

can change from time to time 

or from observation to 

observation. 

Ockham’s razor The 
principle that irrelevant detail 

should be cut away. 
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ceteris paribus, or all else 

equal A device used to 

analyze the relationship 

between two variables while 

the values of other variables 

are held unchanged. 

post hoc, ergo propter hoc 

Literally, “after this (in time), 

therefore because of this.” A 

common error made in 

thinking about causation: If 

Event A happens before 

Event B, it is not necessarily 

true that A caused B. 

Very often we need to isolate or separate these effects. For example, suppose we want to know 

the impact on driving of a higher tax on gasoline. This change would raise the price of gasoline at 

the pump but would not (at least in the short run) affect income, workplace location, number of 

children, and so on. 

To isolate the impact of one single factor, we use the device of ceteris paribus, or all else 

equal. We ask: What is the impact of a change in gasoline price on driving behavior, ceteris 

paribus, or assuming that nothing else changes? If gasoline prices rise by 10 percent, how much 

less driving will there be, assuming no simultaneous change in anything else—that is, assuming 

that income, number of children, population, laws, and so on, all remain constant? Using the 

device of ceteris paribus is one part of the process of abstraction. In formulating economic theory, 

the concept helps us simplify reality to focus on the relationships that interest us. 

Expressing Models in Words, Graphs, and Equations Consider the following 

statements: Lower airline ticket prices cause people to fly more frequently. Higher interest rates 

slow the rate of home sales. When firms produce more output, employment increases. Higher 

gasoline prices cause people to drive less and to buy more fuel-efficient cars. 

Each of those statements expresses a relationship between two variables that can be quanti- 

fied. In each case, there is a stimulus and a response, a cause and an effect. Quantitative relation- 

ships can be expressed in a variety of ways. Sometimes words are sufficient to express the essence 

of a theory, but often it is necessary to be more specific about the nature of a relationship or 

about the size of a response. The most common method of expressing the quantitative relation- 

ship between two variables is graphing that relationship on a two-dimensional plane. In fact, we 

will use graphic analysis extensively in Chapter 2 and beyond. Because it is essential that you be 

familiar with the basics of graphing, the Appendix to this chapter presents a careful review of 

graphing techniques. 

Quantitative relationships between variables can also be presented through equations. For 

example, suppose we discovered that over time, U.S. households collectively spend, or consume, 

90 percent of their income and save 10 percent of their income. We could then write: 

GC=90LYeand*s 104 

where C is consumption spending, Y is income, and S is saving. Writing explicit algebraic 
expressions like these helps us understand the nature of the underlying process of decision 
making. Understanding this process is what economics is all about. ie 

Cautions and Pitfalls In formulating theories and models, it is especially important to 
avoid two pitfalls: the post hoc fallacy and the fallacy of composition. 

The Post Hoc Fallacy Theories often make statements or sets of statements about cause and 
effect. It can be quite tempting to look at two events that happen in sequence and assume that the 

first caused the second to happen. This is not always the case. This common error is called the post 

hoc, ergo propter hoc (or “after this, therefore because of this”) fallacy. 

There are thousands of examples. The Colorado Rockies have won seven games in a row. Last 
night you went to the game and they lost. You must have jinxed them. They lost because you went to 
the game. 

Stock market analysts indulge in what is perhaps the most striking example of the post hoc 
fallacy in action. Every day the stock market goes up or down, and every day some analyst on 
some national news program singles out one or two of the day’s events as the cause of some 
change in the market: “Today the Dow Jones industrial average rose 5 points on heavy trading; 
analysts say that the increase was due to progress in talks between Israel and Syria.” Research has 
shown that daily changes in stock market averages are very largely random. Although major news 
events clearly have a direct influence on certain stock prices, most daily changes cannot be linked 
directly to specific news stories. [a 

Very closely related to the post hoc fallacy is the often erroneous link between correlation 
and causation. Two variables are said to be correlated if one variable changes when the other 
variable changes. However, correlation does not imply causation. Cities that have high crime 
rates also have many automobiles, so there is a very high degree of correlation between number 
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of cars and crime rates. Can we argue, then, that cars cause crime? No. The reason for the cor- 
relation may have nothing to do with cause and effect. Big cities have many people, many peo- 
ple have many cars; therefore, big cities have many cars. Big cities also have high crime rates 
for many reasons—crowding, poverty, anonymity, unequal distribution of wealth, and readily 
available drugs, to mention only a few. However, the presence of cars is probably not one 
of them. 

This caution must also be viewed in reverse. Sometimes events that seem entirely uncon- 
nected actually are connected. In 1978, Governor Michael Dukakis of Massachusetts ran for 
reelection. Still quite popular, Dukakis was nevertheless defeated in the Democratic primary that 

year by a razor-thin margin. The weekend before, the Boston Red Sox, in the thick of the division 

championship race, had been badly beaten by the New York Yankees in four straight games. Some 
very respectable political analysts believe that hundreds of thousands of Boston sports fans 
vented their anger on the incumbent governor the following Tuesday. 

The Fallacy of Composition To conclude that what is true for a part is necessarily true for 
the whole is to fall into the fallacy of composition. Suppose that a large group of cattle ranch- 

ers graze their cattle on the same range. To an individual rancher, more cattle and more grazing 

mean a higher income. However, because its capacity is limited, the land can support only so 

many cattle. If every cattle rancher increased the number of cattle sent out to graze, the land 

would become overgrazed and barren; as a result, everyone’s income would fall. In short, theories 
that seem to work well when applied to individuals or households often break down when they 

are applied to the whole. 

Testing Theories and Models: Empirical Economics In science, a theory is 
rejected when it fails to explain what is observed or when another theory better explains what is 

observed. Prior to the sixteenth century, almost everyone believed that Earth was the center of 

the universe and that the sun and stars rotated around it. The astronomer Ptolemy (A.D. 127 to 

151) built a model that explained and predicted the movements of the heavenly bodies in a geo- 

centric (Earth-centered) universe. Early in the sixteenth century, however, the Polish astronomer 

Nicholas Copernicus found himself dissatisfied with the Ptolemaic model and proposed an 

alternative theory or model, placing the sun at the center of the known universe and relegating 

Earth to the status of one planet among many. The battle between the competing models was 

waged, at least in part, with data based on observations—actual measurements of planetary 

movements. The new model ultimately predicted much better than the old, and in time it came 

to be accepted. 

In the seventeenth century, building on the works of Copernicus and others, Sir Isaac Newton 

constructed yet another body of theory that seemed to predict planetary motion with still more 

accuracy. Newtonian physics became the accepted body of theory, relied on for almost 300 years. 

Then, in the early twentieth century, Albert Einstein’s theory of relativity replaced Newtonian 

physics for particular types of problems because it was able to explain some problems that earlier 

theories could not. 

Economic theories are also confronted with new and often conflicting data from time to 

time. The collection and use of data to test economic theories is called empirical economics. 

Numerous large data sets are available to facilitate economic research. For example, econo- 

mists studying the labor market can now test behavioral theories against the actual working expe- 

riences of thousands of randomly selected people who have been surveyed continuously since the 

1960s by economists at The Ohio State University. Macroeconomists continuously monitoring 

and studying the behavior of the national economy pass thousands of items of data, collected by 

both government agencies and private companies, back and forth over the Internet. 

Scientific research often seeks to isolate and measure the responsiveness of one variable to a 

change in another variable, ceteris paribus. Physical scientists such as physicists and geologists 

can often impose the condition of ceteris paribus by conducting controlled experiments. They 

can, for example, measure the effect of one chemical on another while literally holding all else 

constant in an environment that they control completely. Social scientists, who study people, 

rarely have this luxury. 

Although controlled experiments are difficult in economics and other social sciences, they 

are not impossible. During recent presidential and congressional elections, many candidates 

fallacy of composition 
The erroneous belief that what 

is true for a part is necessarily 

true for the whole. 

empirical economics 

The collection and use of data 

to test economic theories. 
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efficiency |n economics, 

allocative efficiency. An 

efficient economy is one that 

produces what people want at 

the least possible cost. 

equity Fairness. 

pointed to dramatic declines in crime rates in most American cities. Of course, incumbent can- 

didates took credit, claiming that the decline was due to their policies. In fact, careful analysis 

shows that the decline in crime was largely due to two factors essentially beyond the control of 

political leaders: fewer people in the age groups that tend to commit crimes and a very strong 

economy with low unemployment. How do researchers know this? They look at data over time 

on crimes committed by people of various ages, they look at crime rates across states with differ- 

ent economic conditions, and they look at the pattern of crime rates nationally over time under 

different economic conditions. Even though economists cannot generally do controlled experi- 

ments, fluctuations in economic conditions and factors such as birthrate patterns in a way set up 

natural experiments. . 

Economic Policy 

Economic theory helps us understand how the world works, but the formulation of economic 

| policy requires a second step. We must have objectives. What do we want to change? Why? What is 

good and what is bad about the way the system is operating? Can we make it better? 

Such questions force us to be specific about the grounds for judging one outcome superior to 

another. What does it mean to be better? Four criteria are frequently applied in judging economic 

outcomes: 

1. Efficiency 

2. Equity 

3. Growth 

4. Stability 

Efficiency In physics, “efficiency” refers to the ratio of useful energy delivered by a system to 

the energy supplied to it. An efficient automobile engine, for example, is one that uses a small 

amount of fuel per mile for a given level of power. 

In economics, efficiency means allocative efficiency. An efficient economy is one that pro- 

duces what people want at the least possible cost. If the system allocates resources to the produc- 

tion of goods and services that nobody wants, it is inefficient. If all members of a particular 

society were vegetarians and somehow half of all that society’s resources were used to produce 

meat, the result would be inefficient. It is inefficient when steel beams lie in the rain and rust 

because somebody fouled up a shipping schedule. If a firm could produce Yts product using 

25 percent less labor and energy without sacrificing quality, it too is inefficient. ; 

The clearest example of an efficient change is a voluntary exchange. If you and I each want 
something that the other has and we agree to exchange, we are both better off and no one loses. 

When a company reorganizes its production or adopts a new technology that enables it to pro- 

duce more of its product with fewer resources, without sacrificing quality, it has made an effi- 

cient change. At least potentially, the resources saved could be used to produce more of 
something. 

_Inefficiencies can arise in numerous ways. Sometimes they are caused by government regula- 
tions or tax laws that distort otherwise sound economic decisions. Suppose that land in Ohio is 
best suited for corn production and that land in Kansas is best suited for wheat production. A law 
that requires Kansas to produce only corn and Ohio to produce only wheat would be inefficient. 
If firms that cause environmental damage are not held accountable for their actions, the incentive 
to minimize those damages is lost and the result is inefficient. 

Equity While efficiency has a fairly precise definition that can be applied with some degree of 
rigor, equity (fairness) lies in the eye of the beholder. To many, fairness implies a more equal dis- 
tribution of income and wealth. Fairness may imply alleviating poverty, but the extent to which 
the poor should receive cash benefits from the government is the subject of enormous disagree- 
ment. For thousands of years, philosophers have wrestled with the principles of justice that 
should guide social decisions. They will probably wrestle with such questions for thousands of 
years to come. 

Despite the impossibility of defining equity or fairness universally, public policy makers 
judge the fairness of economic outcomes all the time. Rent control laws were passed because 
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some legislators thought that landlords treated low-income tenants unfairly. Certainly, most 
social welfare programs are created in the name of equity. 

Growth As the result of technological change, the building of machinery, and the acqui- 
sition of knowledge, societies learn to produce new goods and services and to produce old 
ones better. In the early days of the U.S. economy, it took nearly half the population to pro- 
duce the required food supply. Today less than 2.5 percent of the country’s population works 
in agriculture. 

When we devise new and better ways of producing the goods and services we use now and 
when we develop new goods and services, the total amount of production in the economy 
increases. Economic growth is an increase in the total output of an economy. If output 

grows faster than the population, output per capita rises and standards of living increase. 
Presumably, when an economy grows, it produces more of what people want. Rural and agrar- 

ian societies become modern industrial societies as a result of economic growth and rising per 
capita output. 

Some policies discourage economic growth, and others encourage it. Tax laws, for exam- 

ple, can be designed to encourage the development and application of new production tech- 

niques. Research and development in some societies are subsidized by the government. 

Building roads, highways, bridges, and transport systems in developing countries may speed 

up the process of economic growth. If businesses and wealthy people invest their wealth out- 

side their country rather than in their country’s industries, growth in their home country 

may be slowed. 

Stability Economic stability refers to the condition in which national output is growing 
steadily, with low inflation and full employment of resources. During the 1950s and 1960s, the 

U.S. economy experienced a long period of relatively steady growth, stable prices, and low unem- 
ployment. Between 1951 and 1969, consumer prices never rose more than 5 percent in a single 

year and in only 2 years did the number of unemployed exceed 6 percent of the labor force. From 

the end of the Gulf War in 1991 to the beginning of 2001, the U.S. economy enjoyed price stabil- 

ity and strong economic growth with rising employment. It was the longest expansion in 

American history. 
The decades of the 1970s and 1980s, however, were not as stable. The United States experi- 

enced two periods of rapid price inflation (over 10 percent) and two periods of severe unem- 

ployment: In 1982, for example, 12 million people (10.8 percent of the workforce) were looking 

for work. The beginning of the 1990s was another period of instability, with a recession occur- 

ring in 1990-1991. Around the world, economic fluctuations have been severe in recent years. 

During the late 1990s, many economies in Asia fell into recessions with falling incomes and ris- 

ing unemployment. The transition economies of Eastern Europe and the former Soviet Union 

have experienced periods of decline as well as periods of rapidly rising prices since the fall of the 

Berlin Wall in 1989. 

The causes of instability and the ways in which governments have attempted to stabilize the 

economy are the subject matter of macroeconomics. 

An Invitation 
This chapter has prepared you for your study of economics. The first part of the chapter invited 

you into an exciting discipline that deals with important issues and questions. You cannot begin 

to understand how a society functions without knowing something about its economic history 

and its economic system. 

The second part of the chapter introduced the method of reasoning that economics requires 

and some of the tools that economics uses. We believe that learning to think in this very powerful 

way will help you better understand the world. . 

As you proceed, it is important that you keep track of what you have learned in earlier chap- 

ters. This book has a plan; it proceeds step-by-step, each section building on the last. It would be 

a good idea to read each chapter’s table of contents at the start of each chapter and scan each 

chapter before you read it to make sure you understand where it fits in the big picture. 

economic growth An 
increase in the total output of 

) an economy. 

stability A condition in 

which national output is 

growing steadily, with low 

inflation and full employment 

of resources. 
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1. Economics is the study of how individuals and societies 
choose to use the scarce resources that nature and previous 

generations have provided. 

WHY STUDY ECONOMICS? p.2 

2. There are many reasons to study economics, including (a) to 

learn a way of thinking, (b) to understand society, (c) to 

understand global affairs, and (d) to be an informed citizen. 

3. The best alternative that we forgo when we make a choice or 
a decision is the opportunity cost of that decision. 

THE SCOPE OF ECONOMICS ».7 

4, Microeconomics deals with the functioning of individual 
markets and industries and with the behavior of individual 
decision-making units: business firms and households. 

5. Macroeconomics looks at the economy as a whole. It deals 
with the economic behavior of aggregates—national output, 
national income, the overall price level, and the general rate 
of inflation. 

6. Economics is a broad and diverse discipline with many spe- 
cial fields of inquiry. These include economic history, inter- 
national economics, and urban economics. 

THE METHOD OF ECONOMICS ». 10 

7. Economics asks and attempts to answer two kinds of ques- 
tions: positive and normative. Positive economics attempts 
to understand behavior and the operation of economies 

without making judgments about whether the outcomes 
are good or bad. Normative economics looks at the results of 
economic behavior and asks whether they are good or bad 
and whether they can be improved. 

Positive economics is often divided into two parts. 

Descriptive economics involves the compilation of data that 
accurately describe economic facts and events. Economic 

theory attempts to generalize and explain what is observed. 
It involves statements of cause and effect—of action and 

reaction. 

, An economic model is a formal statement of an economic 

10. 

ET 

12. 

13. 

14 . 

theory. Models simplify and abstract from reality. 

It is often useful to isolate the effects of one variable on 
another while holding “all else constant.” This is the device of 
ceteris paribus. 

Models and theories can be expressed in many ways. The 
most common ways are in words, in graphs, and in equations. 

Because one event happens before another, the second event 

does not necessarily happen as a result of the first. To assume 
that “after” implies “because” is to commit the fallacy of post 
hoc, ergo propter hoc. The erroneous belief that what is true 
for a part is necessarily true for the whole is the fallacy of 
composition. 

Empirical economics involves the collection and use of data to 
test economic theories. In principle, the best model is the 
one that yields the most accurate predictions. 

To make policy, one must be careful to specify criteria for 
making judgments. Four specific criteria are used most often 
in economics: efficiency, equity, growth, and stability. 

’ 

‘ 

me 

REVIEW TERMS AND CONCEPTS 

ceteris paribus, or all else equal, p. 12 equity, p. 14 

descriptive economics, p. 10 

economic growth, p. 15 

economic theory, p. 10 macroeconomics, p. 8 

economics, p. 2 marginalism, p. 2 

efficiency, p. 14 microeconomics, p. 8 

efficient market, p. 3 model, p. 11 

empirical economics, p. 13 

fallacy of composition, p. 13 

Industrial Revolution, p. 4 

normative economics, p. 10 

Ockham’s razor, p. 11 

opportunity cost, p. 2 

positive economics, p. 10 

post hoc, ergo propter hoc, p. 12 

scarce, p. 2 

stability, p. 15 

sunk costs, p. 3 

variable, p. 11 



tl, One of the scarce resources that constrain our behavior is time. 
Each of us has only 24 hours in a day. How do you go about 
allocating your time in a given day among competing alterna- 
tives? How do you go about weighing the alternatives? Once 
you choose a most important use of time, why do you not 
spend all your time on it? Use the notion of opportunity cost in 
your answer. 

In the summer of 2007, the housing market and the mortgage 

market were both in decline. Housing prices in most U.S. cities 

began to decline in mid-2006. With prices falling and the inven- 

tory of unsold houses rising, the production of new homes fell 

to around 1.5 million in 2007 from 2.3 million in 2005, With 

new construction falling dramatically, it was expected that con- 

struction employment would fall and that this would have the 

potential of slowing the national economy and increasing the 

general unemployment rate. Go to www.bls.gov and check out 

the recent data on total employment and construction employ- 

ment. Have they gone up or down from their levels in August 

2007? What has happened to the unemployment rate? Go to 

www.ofheo.gov and look at the housing price index. Have home 

prices risen or fallen since August 2007? Finally, look at the lat- 

est GDP release at www.bea.gov. Look at residential and nonres- 

idential investment (Table 1.1.5) during the last 2 years. Do you 

see a pattern? Does it explain the employment numbers? 

Explain your answer. 

Which of the following statements are examples of positive eco- 

nomic analysis? Which are examples of normative analysis? 

a. The inheritance tax should be repealed because it is unfair. 

b. Allowing Chile to join NAFTA would cause wine prices in 

the United States to drop. 

c. The first priorities of the new regime in the Democratic 

Republic of Congo (DRC, formerly Zaire) should be to 

rebuild schools and highways and to provide basic 

health care. 

Selwyn signed up with an Internet provider for a fixed fee of 

$19.95 per month. For this fee, he gets unlimited access to the 

World Wide Web. During the average month in 2007, he was 

logged onto the Web for 17 hours. What is the average cost of an 

hour of Web time to Selwyn? What is the marginal cost of an 

additional hour? 
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ERO EIS) nee ee 
Visit www.myeconlab.com to complete the problems marked in orange online. You will receive 
instant feedback on your answers, tutorial help, and access to additional practice problems. 

A question facing many U.S. states is whether to allow casino 

gambling. States with casino gambling have seen a substantial 

increase in tax revenue flowing to state government. This revenue 

can be used to finance schools, repair roads, maintain social 

programs, or reduce other taxes. 
a. Recall that efficiency means producing what people want at 

the least cost. Can you make an efficiency argument in favor 

of allowing casinos to operate? 

b. What nonmonetary costs might be associated with gam- 

bling? Would these costs have an impact on the efficiency 

argument you presented in part a? 
c. Using the concept of equity, argue for or against the legaliza- 

tion of casino gambling. 

For each of the following situations, identify the full cost 

(opportunity cost) involved: 

a. A worker earning an hourly wage of $8.50 decides to cut 

back to part-time to attend Houston Community College. 

b. Sue decides to drive to Los Angeles from San Francisco to 

visit her son, who attends UCLA. 

c. Tom decides to go to a wild fraternity party and stays out all 

night before his physics exam. 

d. Annie spends $200 on a new dress. 

e. The Confab Company spends $1 million to build a new 

branch plant that will probably be in operation for at least 

10 years. 

f. Alex’s father owns a small grocery store in town. Alex works 

40 hours a week in the store but receives no compensation. 

ote [Related to the Economics in Practice on p. 6] Log onto www. 

census. gov. Click on “Foreign Trade, ” then on “Statistics, ” and 

finally on “State Export Data.” There you will find a list of the 

products produced in your state and exported to countries 

around the world. In looking over that list, are you surprised by 

anything? Do you know of any firms that produce these items? 
Search the Web to find a company that does. Do some research 

and write a paragraph about your company: what it produces, 

how many people it employs, and whatever else you can learn 

about the firm. You might even call the company to obtain the 

information. 
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HOW TO READ AND UNDERSTAND GRAPHS 

Economics is the most quantitative of the social sciences. If you 

flip through the pages of this or any other economics text, you 

will see countless tables and graphs. These serve a number of 

purposes. First, they illustrate important economic relation- 

ships. Second, they make difficult problems easier to understand 

and analyze. Finally, they can show patterns and regularities that 

may not be discernible in simple lists of numbers. 

A graph is a two-dimensional representation of a set of 

numbers, or data. There are many ways that numbers can be 

illustrated by a graph. 

TIME SERIES GRAPHS 

It is often useful to see how a single measure or variable 

changes over time. One way to present this information is to 

plot the values of the variable on a graph, with each value 

APPENDIYX —OoOOOoOooO 

corresponding to a different time period. A graph of this kind 

is called a time series graph. On a time series graph, time is 

measured along the horizontal scale and the variable being 

graphed is measured along the vertical scale. Figure 1A.1 is a 

time series graph that presents the total disposable personal 
income in the U.S. economy for each year between 1975 and 
2006.! This graph is based on the data found in Table 1A.1. 

By displaying these data graphically, we can see that (1) total 

disposable personal income has increased steadily since 1975 

and (2) during certain periods, income has increased at a 

faster rate than during other periods. 

' The measure of income presented in Table 1A.1 and in Figure 1A.1 is disposable 

personal income in billions of dollars. It is the total personal income received by all 

households in the United States minus the taxes that they pay. 

10,000 TABLE 1A.1 Total Disposable Personal 
He Income in the United States, 

9,000 1975-2006 (in billions of 
dollars) 

8,000 
Total Total 

a Disposable Disposable 
E 7,000 Personal Personal 
3 Year Income Year Income 

Z 6,000 1975 1,181.4 1991 4,474.8 
2 1976 LIES, 1992 4,754.6 
© 5,000 1977 1,436.0 1993 4,935.3 
3 1978 1,614.8 1994 » 5,165.4 
& 4,000 1979 1,808.2 1995 ~ 5,422.6 
ES 1980 2,019.8 1996 ~ 5,677.7 

2 3,000 1981 2,247.9 1997; 5,968.2 

1982 2,406.8 1998 6,355.6 
+006 1983 2,586.0 1999 6,627.4 

1984 2,887.6 2000 PAL 2ZOrz, 
1,000 1985 3,086.5 2001 TOS 

1986 32625 2002 7582747. 

| | a S 1975 1980 1985 1990 1995 2000 3008 ao ea aay ee 
Rat 1989 4,016.3 2005 9,019.1 

4 FIGURE 1A.1 Total Disposable Personal Income in the United Ram 
States: 1975-2006 (in billions of dollars) pike U.S, Department of Commerce, Bureau of Economic 

na YSIS. 

Source: See Table 1A.1. 



GRAPHING TWO VARIABLES ON A CARTESIAN 
COORDINATE SYSTEM 
More important than simple graphs of one variable are 
graphs that contain information on two variables at the 
same time. The most common method of graphing two vari- 
ables is the Cartesian coordinate system. This system is 
constructed by drawing two perpendicular lines: a horizon- 
tal line, or X-axis, and a vertical line, or Y-axis. The axes 
contain measurement scales that intersect at 0 (zero). This 

point is called the origin. On the vertical scale, positive 
numbers lie above the horizontal axis (that is, above the ori- 

gin) and negative numbers lie below it. On the horizontal 
scale, positive numbers lie to the right of the vertical axis (to 
the right of the origin) and negative numbers lie to the left of 

it. The point at which the graph intersects the Y-axis is called 
the Y-intercept. The point at which the graph intersects the 

X-axis is called the X-intercept. 
When two variables are plotted on a single graph, each point 

represents a pair of numbers. The first number is measured on 

the X-axis, and the second number is measured on the Y-axis. For 

example, the following points (X, Y) are plotted on the set of axes 

drawn in Figure 1A.2: (4, 2), (2,1), (3, 4), (-3, -2). Most, but 

not all, of the graphs in this book are plots of two variables where 

both values are positive numbers [such as (4, 2) in Figure 1A.2]. 

On these graphs, only the upper right quadrant of the coordinate 

system (that is, the quadrant in which all X and Y values are posi- 

tive) will be drawn. 

a FIGURE 1A.2 A Cartesian Coordinate System 

A Cartesian coordinate system is constructed by drawing two perpendic- 

ular lines: a vertical axis (the Y-axis) anda horizontal axis (the X-axis). 

Each axis is a measuring scale. 
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PLOTTING INCOME AND CONSUMPTION DATA 
FOR HOUSEHOLDS 

Table 1A.2 presents data collected by the Bureau of Labor 
Statistics (BLS). In a recent survey, 5,000 households were 

asked to keep track of all their expenditures. This table shows 

average income and average spending for those households, 

ranked by income. For example, the average income for the 

top fifth (20 percent) of the households was $147,737. The 

average spending for the top 20 percent was $90,469. 

Figure 1A.3 presents the numbers from Table 1A.2 graph- 

ically using the Cartesian coordinate system. Along the hori- 

zontal scale, the X-axis, we measure average income. Along the 

vertical scale, the Y-axis, we measure average consumption 
spending. Each of the five pairs of numbers from the table is 

represented by a point on the graph. Because all numbers are 

positive numbers, we need to show only the upper right quad- 

rant of the coordinate system. 
To help you read this graph, we have drawn a dotted line 

connecting all the points where consumption and income 

would be equal. This 45° line does not represent any data. 
Instead, it represents the line along which all variables on the 

X-axis correspond exactly to the variables on the Y-axis, for 
example, [10,000, 10,000], [20,000, 20,000], and [37,000, 

37,000]. The heavy blue line traces the data; the purpose of the 

dotted line is to help you read the graph. 

There are several things to look for when reading a 

graph. The first thing you should notice is whether the line 

slopes upward or downward as you move from left to right. 
The blue line in Figure 1A.3 slopes upward, indicating that 

there seems to be a positive relationship between income 

and spending: The higher a household’s income, the more 

a household tends to consume. If we had graphed the per- 

centage of each group receiving welfare payments along the 

Y-axis, the line would presumably slope downward, indicat- 

ing that welfare payments are lower at higher income levels. 

The income level/welfare payment relationship is thus a 

negative relationship. 

TABLE 1A.2 Consumption Expenditures and Income, 
2005 

Average 
Average Income Consumption 
Before Taxes Expenditures 

Bottom fifth $ 9,676 $19,120 

2nd fifth 25,546 28,921 

3rd fifth 42,622 39,098 

Ath fifth 67,813 54,354 

Top fifth 147,737 90,469 
nl 

Source: Consumer Expenditures in 2005, U.S, Bureau of Labor Statistics; Report 998, 

Feb. 2007. 
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> FIGURE 1A.3 $ 

Household 

Consumption and 120,000 

Income 

A graph is a simple two-dimen- 
sional geometric representation 

of data. This graph displays the 
data from Table 1A.2. Along the 
horizontal scale (X-axis), we 
measure household income. 
Along the vertical scale (Y-axis), 

we measure household con- 
sumption. Note: At point A, 

consumption equals $19,120 

and income equals $9,676. At 

point B, consumption equals 

$28,921 and income equals 
$25,546. 

Source: See Table 1A.2. 
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80,000 

60,000 

40,000 
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SLOPE 

The slope of a line or curve is a measure that indicates whether 

the relationship between the variables is positive or negative and 
how much of a response there is in Y (the variable on the vertical 

axis) when X (the variable on the horizontal axis) changes. The 

slope of a line between two points is the change in the quantity 

measured on the Y-axis divided by the change in the quantity 

measured on the X-axis. We will normally use A (the Greek letter 

delta) to refer to a change in a variable. In Figure 1A.4, the slope 

of the line between points A and B is AY divided by AX. 

Sometimes it is easy to remember slope as “the rise over the run,” 

indicating the vertical change over the horizontal change. 

To be precise, AX between two points on a graph is simply 

X, minus X,, where X, is the X value for the second point and 

X, is the X value for the first point. Similarly, AY is defined as 

Y, minus Y,, where Y, is the Y value for the second point and 

Y, is the Y value for the first point. Slope is equal to 

Ay oy 
alge oom 

> FIGURE 1A.4 A Curve 
with (a) Positive Slope 
and (b) Negative Slope 
A positive slope indicates that 

increases in X are associated with 

increases in Y and that decreases 

in X are associated with 

decreases in Y. A negative slope 
indicates the opposite—when X 

increases, Y decreases; and when 

X decreases, Y increases. 

a. Positive slope 

Average income 

As we move from A to B in Figure 1A.4(a), both X and Y 

increase; the slope is thus a positive number. However, as we 

move from A to B in Figure 1A.4(b), X increases [(X, — X,) isa 

positive number], but Y decreases [(Y,— Y,) is a negative num- 

ber]. The slope in Figure 1A.4(b) is thus a negative number, 

because a negative number divided by a positive number 

results in a negative quotient. 

To calculate the numerical value of the slope between 

points A and B in Figure 1A.3, we need to calculate AY and AX. 

Because consumption is measured on the Y-axis, AY is 9,801 

[(Y, — Y,) = (28,921 — 19,120)]. Because income is measured 

along the X-axis, AX is 15,870 [(X, — X,) = (25,546 — 9,676)]. 

The slope between A and B is AY/AX = 9,801/15,870 = + 0.62. 

Another interesting thing to note about‘the data graphed 

in Figure 1A.3 is that all the points lie roughly along a straight 

line. (If you look very closely, however, you can see that the 

slope declines as you move from left to right; the line becomes 

slightly less steep.) A straight line has a constant slope. That is, 

if you pick any two points along it and calculate the slope, you 

will always get the same number. A horizontal line has a zero 

slope (AY is zero); a vertical line has an “infinite” slope because 
AY is too big to be measured. 

b. Negative slope 



a. Slope: positive and decreasing 

aa 
d. Slope: negative and decreasing 

a 

b. Slope: positive and increasing 

e. Slope: positive, then negative 
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c. Slope: negative and increasing 

0 x 0 
a FIGURE 1A.5 Changing Slopes Along Curves 

Unlike the slope of a straight line, the slope of a curve is 

continually changing. Consider, for example, the curves in 

Figure 1A.5. Figure 1A.5(a) shows a curve with a positive 

slope that decreases as you move from left to right. The easi- 

est way to think about the concept of increasing or decreas- 

ing slope is to imagine what it is like walking up a hill from 

left to right. If the hill is steep, as it is in the first part of 
Figure 1A.5(a), you are moving more in the Y direction for 

each step you take iri the X direction. If the hill is less steep, 

as it is further along in Figure 1A.5(a), you are moving less in 

the Y direction for every step you take in the X direction. 

Thus, when the hill is steep, slope (AY/AX) is a larger num- 

ber than it is when the hill is flatter. The curve in 

Figure 1A.5(b) has a positive slope, but its slope increases as 

you move from left to right. 

The same analogy holds for curves that have a negative 

slope. Figure 1A.5(c) shows a curve with a negative slope 

that increases (in absolute value) as you move from left to 

right. This time think about skiing down a hill. At first, the 

descent in Figure 1A.5(c) is gradual (low slope); but as you 

proceed down the hill (to the right), you descend more 

quickly (high slope). Figure 1A.5(d) shows a curve with a 

negative slope that decreases (in absolute value) as you move 

from left to right. 

In Figure 1A.5(e), the slope goes from positive to negative 

as X increases. In Figure 1A.5(f), the slope goes from 

negative to positive. At point A in both, the slope is zero. 

[Remember, slope is defined as AY/AX. At point A, Y is not 

changing (AY = 0). Therefore, slope at point A is zero. | 

SOME PRECAUTIONS 

When you read a graph, it is important to think carefully about 

what the points in the space defined by the axes represent. 

Table 1A.3 and Figure 1A.6 present a graph of consumption 

vy 

Xx 0 Xx 

f. Slope: negative, then positive 

i 

A 

A 

Xx 0 x 

and income that is very different from the one in Table 1A.2 

and Figure 1A.3. First, each point in Figure 1A.6 represents a 

different year; in Figure 1A.3, each point represented a dif- 

ferent group of households at the same point in time (2005). 

Second, the points in Figure 1A.6 represent aggregate con- 

sumption and income for the whole nation measured in 

billions of dollars; in Figure 1A.3, the points represented 

average household income and consumption measured in 

dollars. 
It is interesting to compare these two graphs. All points on 

the aggregate consumption curve in Figure 1A.6 lie below the 

45° line, which means that aggregate consumption is always 

less than aggregate income. However, the graph of average 

household income and consumption in Figure 1A.3 crosses the 
45° line, implying that for some households, consumption is 

larger than income. 

TABLE 1A.3 Aggregate National Income and 
Consumption for the United States, 

1930-2006 (in billions of dollars) 

Aggregate National Income Aggregate Consumption 

1930 75.6 70.2 

1940 81.1 lets 

1950 241.0 IPA 

1960 427.5 392-0 

1970 837.5 648.9 

1980 2,243.0 WAV E39) 

1990 4,642.1 S Soles) 

2000 7,984.4 6,683.7 

2004 10,306.8 8,195.9 

2005 10,887.6 8,707.8 

2006 KGa on6 9,224.5 
i 

Source: U.S. Department of Commerce, Bureau of Economic Analysis. 
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> FIGURE 1A.6 National 
Income and 
Consumption 
It is important to think carefully 
about what is represented by 
points in the space defined by 
the axes of a graph. In this 
graph, we have graphed income 
with consumption, as in 
Figure 1A.3, but here each obser- 
vation point is national income 
and aggregate consumption in 

different years, measured in 
billions of dollars. 

Source: See Table 1A.3. 

1. A graph is a two-dimensional representation of a set of num- 
bers, or data. A time series graph illustrates how a single vari- 

able changes over time. 

2. The most common method of graphing two variables on 
one graph is the Cartesian coordinate system, which includes 
an X (horizontal)-axis and a Y (vertical)-axis. The points at 

which the two axes intersect is called the origin. The point at 
which a graph intersects the Y-axis is called the Y-intercept. 
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SUMMARY 

3. The slope of a line or curve indicates whether the relation- 

ship between the two variables graphed on a Cartesian coor- 
dinate system is positive or negative and how much of a 

The point at which a graph intersects the X-axis is called the 
X-intercept. 

response there is in Y (the variable on the vertical axis) when 

X (the variable on the horizontal axis) changes. The slope of 
a line between two points is the change in the quantity mea- 
sured on the Y-axis divided by the change in the quantity 
measured on the X-axis. 

’ 

‘ 

x 

REVIEW TERMS AND CONCEPTS 

Cartesian coordinate system A 
common method of graphing two variables 
that makes use of two perpendicular lines 
against which the variables are plotted. p. 19 

graph A two-dimensional representation 
of a set of numbers, or data. p. 18 

negative relationship A 
relationship between two variables, X and Y, 

in which a decrease in X is associated with an 

increase in Y and an increase in X is 

associated with a decrease in Y. p. 19 

origin Ona Cartesian coordinate system, 

the point at which the horizontal and 
vertical axes intersect. p. 19 

positive relationship A relationship 
between two variables, X and Y, in which a 

decrease in X is associated with a decrease in 

Y, and an increase in X is associated with an 

increase in Y. p. 19 

slope A measurement that indicates 
whether the relationship between variables is 
positive or negative and how much of a 
response there is in Y (the variable on the 
vertical axis) when _X (the variable on the 

horizontal axis) changes. p. 20 

time series graph A graph illustrating 
how a variable changes over time. p. 18 

X-axis Ona Cartesian coordinate system, 
the horizontal line against which a variable is 
plotted. p. 19 

X-intercept The point at which a graph 
intersects the X-axis. p. 19 

Y-axis Ona Cartesian coordinate system, 
the vertical line against which a variable is 
plotted. p. 19 

Y-intercept The point at which a graph 
intersects the Y-axis. p. 19 
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@B Graph each of the following sets of numbers. Draw a line For each of the graphs in Figure 1, determine whether the curve 
through the points and calculate the slope of each line. has a positive or negative slope. Give an intuitive explanation for 

what is happening with the slope of each curve. 

For each of the following equations, graph the line and calculate 

its slope. 

a. P=10—2q, (Put q, on the X-axis.) 

b. P= 100— 4q, (Put qp on the X-axis.) 

c. P=50 + 64, (Put q, on the X-axis.) 

d. [= 10,000 — 500r (Put I on the X-axis.) 
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The Economic 
Problem: Scarcity 

and Choice 
Chapter 1 began with a very broad 

definition of economics. Every 

society, no matter how small or 

large, no matter how simple or 

complex, has a system or process 

that works to transform the 

resources that nature and previous 

generations provide into useful 

form. Economics is the study of 

that process and its outcomes. 

Figure 2.1 illustrates three 

basic questions that must be 

answered to understand the func- 

tioning of the economic system: 

mw What gets produced? 

= How is it produced? 

m= Who gets what is produced? 

This chapter explores these questions in detail. In a sense, this entire chapter is the definition 

of economics. It lays out the central problems addressed by the discipline and presents a frame- 

work that will guide you through the rest of the book. The starting point is the presumption that 

human wants are unlimited but resources are not. Limited or scarce resources force individuals and | 

societies to Choose among competing uses of resources—alternative combinations of produced 

goods and services—and among alternative final distributions of what is produced among 

households. 

These questions are positive or descriptive. That is, they ask how the system functions without 

passing judgment about whether the result is good or bad. They must be answered first before we 

ask more normative questions such as these: 

m Is the outcome good or bad? 

= Can it be improved? 

The term resources is very broad. The sketch on the left side of Figure 2.1 shows several cate- 

gories of resources. Some resources are the products of nature: land, wildlife, fertile soil, minerals, 

timber, energy, and even the rain and wind. In addition, the resources available to an economy 

include things such as buildings and equipment that have been produced in the past but are now 

being used to produce other things. And perhaps the most important resource of a society is its 

human workforce with people’s talents, skills, and knowledge. 

Things that are produced and then used in the production of other goods and services are 

called capital resources, or simply capital. Buildings, equipment, desks, chairs, software, roads, 

bridges, and highways are a part of the nation’s stock of capital. 

The basic resources available to a society are often referred to as factors of production, or 

simply factors. The three key factors of production are land, labor, and capital. The process that 

transforms scarce resources into useful goods and services is called production. In many soci- 

eties, most of the production of goods and services is done by private firms. Private airlines in 

CHAPTER OUTLINE 

Scarcity, Choice, and 
Opportunity Cost p. 26 

Scarcity and Choice ina 
One-Person Economy 

Scarcity and Choice in an 

Economy of Two or More 

The Production Possibility 
Frontier 

The Economic Problem 

Economic Systems p. 38 

Command Economies 

Laissez-Faire Economies: 

The Free Market 

Mixed Systems, Markets, 
and Governments 

Looking Ahead ». 41 

capital Things that are 

produced and then used in 

the production of other 

goods and services. 

factors of production 

(or factors) The inputs 

into the process of 

production. Another term 

for resources. 

production The process 

that transforms scarce 

resources into useful goods 

and services. 
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spurns eens SER 

The three basic questions: — 

1. What gets produced? 2. How is it produced? 3. Who gets what is produced? 

Mix of output 

Households 
Producers 

Resources 

Allocation of resources Distribution of output 

a FIGURE 2.1 The Three Basic Questions 

a society has some system or process that transforms its scarce resources into useful goods and services. 

In doing so, it must decide what gets produced, how it is produced, and to whom it is distributed. The pri- 

mary resources that must be allocated are land, labor, and capital. 

the United States use land (runways), labor (pilots and mechanics), and capital (airplanes) to 

produce transportation services. But in n all societies, some production is done by the public sec- 

tor, or government. Examples of government-produced or government-provided goods and ser- 

vices include national defense, public education, police protection, and fire protection. 

inputs or resources i Resources or factors of production are the inputs into the process of production; goods and 

Anything provided by nature or | services of value to households are the outputs of the process of production. 
previous generations that can | 

be used directly or indirectly to 

satisfy human wants. Scarcity, Choice, and Opportunity Cost 
outputs Goods and 
ceritee or ualue 6 In the second half of this chapter we discuss the global economic landscape. Before you can 

Households: understand the different types of economic systems, it is important to master the basic economic 

concepts of scarcity, choice, and opportunity cost. 

% 

‘ 

Scarcity and Choice ina One-Person Economy. 
The simplest economy is one in which a single person lives alone on an island. Consider Bill, the 

survivor of a plane crash, who finds himself cast ashore in such a place. Here individual and soci- 

ety are one; there is no distinction between social and private. Nonetheless, nearly all the same 

basic decisions that characterize complex economies must also be made in a simple economy That is, 

although Bill will get whatever he produces, he still must decide how to allocate the island’s 
resources, what to produce, and how and when to produce it. 

First, Bill must decide what he wants to produce. Notice that the word needs does not appear 

here. Needs are absolute requirements; but beyond just enough water, basic nutrition, and shelter 

to survive, needs are very difficult to define. What is an “absolute necessity” for one person may 

not be for another person. In any case, Bill must put his wants in some order of priority and make 
some choices. 

Next, he must look at the possibilities. What can he do to satisfy his wants given the limits of 
the island? In every society, no matter how simple or complex, people are constrained in what 
they can do. In this society of one, Bill is constrained by time, his physical condition, his knowl- 
edge, his skills, and the resources and climate of the island. 

Given that resources are limited, Bill must decide how to best use them to satisfy his hierar- 
chy of wants. Food would probably come close to the top of his list. Should he spend -his time 
gathering fruits and berries? Should he hunt for game? Should he clear a field and plant seeds? 
The answers to those questions depend on the character of the island, its climate, its flora and 
fauna (are there any fruits and berries?), the extent of his skills and knowledge (does he know 
anything about farming?), and his preferences (he may be a vegetarian). 
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ty Cost pa LE ER CS ie ORG 
; ' applied discussing the behavior of individuals such as Bill 

and when analyzing the behavior of large groups of people in complex societies. 
Given the scarcity of time and resources, if Bill decides to hunt, he will have less time to gather 

fruits and berries, He faces a trade-off between meat and fruit. There is a trade-off between food 
and shelter too, If Bill likes to be comfortable, he may work on building a nice place to live, but that 
may require giving up the food he might have produced. As we noted in Chapter |, the best alter-_ 
native that we give up, or forgo, when we make a choice is the nity cost of that choice. 
Bill may occasionally decide to rest, to lie on the beach, and to enjoy the sun. In one sense, 
that benefit is free—he does not have to buy a ticket to lie on the beach. In reality, however, relax- 
ing does have an ity cost. The true cost of that leisure is the value of the other things Bill 

could have produced, but did not, during the time he spent on the beach, ee 
The Houston Dynamos are a championship soccer team currently playing in an old arena on 

the University of Houston campus. In the summer of 2007, the Harris County Houston Sports 
Authority and local politicians were actively debating whether to spend taxpayers money on a 
new arena for the team. An important part of that debate was the opportunity cost of the taxpay- 
ers’ dollars: what else could tax dollars be spent on, and how much value would the alternatives 
bring to the local taxpayers? Perhaps without the new arena, taxes could be lower. Here the 
opportunity cost would include the value taxpayers receive from goods and services they would 
consume with the earnings that are no longer taxed, Most discussions of public expenditures at 
all levels of government include active considerations of opportunity costs. 

In making everyday decisions, it is often helpful to think about opportunity costs. Should you 
go-to the dorm party or not? First, it costs $4 to attend. When you pay money for anything, you 
give up the other things you could have bought with that money. Second, it costs 2 or 3 hours. 
Time is a valuable commodity for a college student. You have exams next week, and you need to 

study. You could go to a movie instead of the party. You could go to another party. You could sleep. 

Just as Bill must weigh the value of sunning on the beach against more food or better housing, so 

you must weigh the value of the fun you may have at the party against everything else you might 

otherwise do with the time and money. 

Scarcity and Choice in an Economy of Two or More 

Now suppose that another survivor of the crash, Colleen, appears on the island. Now that Bill is 

not alone, things are more complex and some new decisions must be made. Bill’s and Colleen’s 

preferences about what things to produce are likely to be different. They will probably not have the 

same knowledge or skills. Perhaps Colleen is very good at tracking animals and BilJ has a knack for 

building things. How should they split the work that needs to be done? Once things are produced, 

the two castaways must decide how to divide them. How should their products be distributed? 

The mechanism for answering these fundamental questions is clear when Bill is alone on the 

island. The “central plan” is his; he simply decides what he wants and what to do about it. The 

minute someone else appears, however, a number of decision-making arrangements immediately 

becortie possible. One or the other may take charge, in which case that person will decide for both 

of them. The two may agree to cooperate, with each having an equal say, and come 
up with a joint 

plan; or they may agree to split the planning as well as the production duties. Finally, they may go 

off to live alone at opposite ends of the island. Even if they live apart, however, they may take 

advantage of each other’s presence by specializing and trading. 

Modern industrial societies must answer the same questions that Colleen and Bill must 

answer, but the mechanics of larger economies are more complex. Instead of two people living 

together, the United States has over 300 million people. Still, decisions must be made about what 

to produce, how to produce it, and who gets it. 

Specialization, Exchange, and Comparative Advantage The idea that mem- 

bers of society benefit by specializing in what they do best has a long history and is one of the 

most important and powerful ideas in all of economics. David Ricardo, a major nineteenth- 

century British economist, formalized the point precisely. According to Ricardo’s theory of 

comparative advantage, specialization and free trade will benefit all trading parties, even 

opportunity cost [h \ 
best alternative that we give 
up, or forgo, when we make a 

choice or decision, 

theory of comparative 
advantage Ricardo’s 
theory that specialization and 

free trade will benefit all 
trading parties, even those that 

may be “absolutely” more 

efficient producers. 

=. 
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ECONOMICS IN PRACTICE 

Frozen Foods and Opportunity Costs 
ii 

In 2007, $27 billion of frozen foods were sold in 

U.S. grocery stores, one quarter of it in the form 

of frozen dinners and entrees. In the mid-1950s, 

sales of frozen foods amounted to only $1 billion, 

a tiny fraction of the overall grocery store sales. 

One industry observer attributes this growth to 

the fact that frozen food tastes much better than 
_ it did in the past. Can you think of anything else 

that might be occurring? 

The growth of the frozen dinner entrée market in the last 50 years is a good example of the 

role of opportunity costs in our lives. One of the most significant social changes in the U.S. 

- economy in this period has been the increased participation of women in the labor force. In 

1950, only 24 percent of married women worked; by 2000, that fraction had risen to 61 per- 

cent. Producing a meal takes two basic ingredients: food and time. When both husbands and 

wives work, the opportunity cost of time for housework—including making meals—goes up. 

This tells us that making a home-cooked meal became more expensive in the last 50 years. A 

natural result is to shift people toward labor-saving ways to make meals. Frozen foods are an 

obvious solution to the problem of increased opportunity costs. 
Another, somewhat more subtle, opportunity cost story is at work encouraging the con- 

sumption of frozen foods. In 1960, the first microwave oven was introduced. The spread of 

this device into America’s kitchens was rapid. The microwave turned out to be a quick way to 

defrost and cook those frozen entrées. So this technology lowered the opportunity cost of 

making frozen dinners, reinforcing the advantage these meals had over home-cooked meals. 

Microwaves made cooking with frozen foods cheaper once opportunity cost was considered 

while home-cooked meals were becoming more expensive. 
The entrepreneurs among you also might recognize that the rise we described in the 

opportunity cost of the home-cooked meal contributed in part to the spread of the 

microwave, creating a reinforcing cycle. In fact, many entrepreneurs find that the simple tools 

of economics—like the idea of opportunity costs—help them anticipate what products will 

be profitable for them to produce in the future. The growth of the two-worker family has 

stimulated many entrepreneurs to search for labor-saving solutions to family tasks. 

The public policy students among you might be interested to know that some researchers 

attribute part of the growth in obesity in the United States to the lower opportunity costs of 

making meals associated with the growth of the markets for frozen foods and the microwave. 

(See David M.Cutler, Edward L. Glaeser, and Jesse M. Shapiro, "Why Have Americans Become 

More Obese?” Journal of Economic Perspectives, Summer 2003, 93-118.) 

when some are “absolutely” more efficient producers than others. Ricardo’s basic point applies 
just as much to Colleen and Bill as it does to different nations. 

To keep things simple, suppose that Colleen and Bill have only two tasks to accomplish each 
week: gathering food to eat and cutting logs to burn. If Colleen could cut more logs than Bill in 
| day and Bill could gather more nuts and berries than Colleen could, specialization would clearly 
lead to more total production. Both would benefit if Colleen only cuts logs and Bill only gathers 
nuts and berries, as long as they can trade. Suppose that Bill is slow and somewhat clumsy in his 
nut gathering and that Colleen is better at cutting logs and gathering food. 

At first, it might seem that since Colleen is better at everything, she should do everything. 
But that cannot be right. Colleen’s time is limited after all, and even though Bill is clumsy and not 
very clever, he must be able to contribute something. 

One of Ricardo’s lasting contributions to economics has been his analysis of exactly this sit- 
uation. His analysis, which is illustrated in Figure 2.2, shows both how Colleen and Bill should 
divide the work of the island and how much they will gain from specializing and exchanging even 
if, as in this example, one party is absolutely better at everything than the other party. 



CHAPTER 2. The Economic Problem: Scarcity and Choice 

a. Daily production 

Wood 

(logs) 

Food 

(bushels) 

Colleen 

Bill 

b. Monthly production c. Monthly production 
with no trade after specialization 

Wood Food Wood Food 

(logs) (bushels) (logs) (bushels) 

Colleen Colleen 

ren ie 

Bill Bill 

Total 230 230 Total 270 270 

d. Monthly use 
after trade 

Wood Food 

(logs) (bushels) 

Colleen 

Suppose Colleen can cut 10 logs per day and Bill can cut only 4. Also suppose Colleen can 

gather 10 bushels of food per day and Bill can gather only 8. A producer has an absolute 

advantage over another in the production of a good or service if he or she can produce the 

good or service using fewer resources, including time. Since Colleen can cut more logs per day 

than Bill, we say that she has an absolute advantage in the production of logs. Similarly, Colleen 

has an absolute advantage over Bill in the production of food. 

Thinking just about productivity and the output of food and logs, you might conclude that 

it would benefit Colleen to move to the other side of the island and be by herself. Since she is 

more productive in cutting logs and gathering food, would she not be better off on her own? How 

could she benefit by hanging out with Bill and sharing what they produce? 

To answer that question we must remember that Colleen’s time is limited: This limit creates 

opportunity cost. A producer has a comparative advantage over another in the production of 

a good or service if he or she can produce the good or service at a lower opportunity cost. First, 

think about Bill. He can produce 8 bushels of food per day, or he can cut 4 logs. To get 8 addi- 

tional bushels of food, he must give up cutting 4 logs. Thus, for Bill, the opportunity cost of 

8 bushels of food is 4 logs. Think next about Colleen. She can produce 10 bushels of food per day, 

or she can cut 10 logs. She thus gives up 1 log for each additional bushel; so for Colleen, the 

opportunity cost of 8 bushels of food is 8 logs. Bill has a comparative advantage over Colleen in the 

production of food because he gives up only 4 logs for an additional 8 bushels, whereas Colleen 

gives up 8 logs. 

Think now about what Colleen must give up in terms of food to get 10 logs. To produce 

10 logs she must work a whole day. If she spends a day cutting 10 logs, she gives up a day of gath- 

ering 10 bushels of food. Thus, for Colleen, the opportunity cost of 10 logs is 10 bushels of food. What 

must Bill give up to get 10 logs? To produce 4 logs, he must work 1 day. For each day he cuts logs, 

he gives up 8 bushels of food. He thus gives up 2 bushels of food for each log; so for Bill, the 

29 

4 FIGURE 2.2 

Comparative Advantage 

and the Gains from 

Trade 

In this figure, (a) shows the 
number of logs and bushels of 
food that Colleen and Bill can 
produce for every day spent at 
the task and (b) shows how 
much output they could produce 
in a month, assuming they 

wanted an equal number of logs 
and bushels. Colleen would split 
her time 50/50, devoting 15 days 
to each task and achieving total 
output of 150 logs and 
150 bushels of food. Bill would 
spend 20 days cutting wood and 
10 days gathering food. As 
shown in (c) and (d), by special- 

izing and trading, both Colleen 
and Bill will be better off. Going 
from (c) to (d), Colleen trades 

100 logs to Bill in exchange for 
140 bushels of food. 

absolute advantage 
A producer has an absolute 
advantage over another in the 

production of a good or 
service if he or she can produce 
that product using fewer 

resources. 

comparative advantage 

A producer has a comparative 
advantage over another in the 

production of a good or 

service if he or she can produce 

that product at a lower 

opportunity cost. 
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opportunity cost of 10 logs is 20 bushels of food. Colleen has.a comparative advantage over Bill in the 

production of logs since she gives up only 10 bushels of food for an additional 10 logs, whereas 

Bill gives up 20 bushels. 

Ricardo then argues that two parties can benefit from specialization and trade even if one 

party has an absolute advantage in the production of both goods. Suppose Colleen and Bill 

both want equal numbers of logs and bushels of food. If Colleen goes off on her own, in a 

30-day month, she can produce 150 logs and 150 bushels, devoting 15 days to each task. For 

Bill to produce equal numbers of logs and bushels on his own requires that he spend 10 days 

on food and 20 days on logs. This yields 80 bushels of food (10 days x 8 bushels per day) and 

80 logs (20 days x 4 logs per day). Between the two, they produce 230 logs and 230 bushels 

of food. 

Let’s see if specialization and trade can work. If Bill spends all his time on food, he produces 

240 bushels in a month (30 days x 8 bushels per day). If Colleen spends 3 days on food and 27 days 

on logs, she produces 30 bushels of food (3 days x 10 bushels per day) and 270 logs (27 days x 

10 logs per day). Between the two, they produce 270 logs and 270 bushels of food, which is more 

than the 230 logs and 230 bushels they produced when not specializing, Thus, by specializing in 

the production of the good in which they enjoyed a comparative advantage, there are more of both 

goods:/We see in this example how the fundamental concept of opportunity cost covered earlier in 

this chapter relates to the theory of comparative advantage. 

Even if Colleen were to live at another place on the island, she could specialize, producing 

30 bushels of food and 270 logs, then trading 100 of her logs to Bill for 140 bushels of food. This 

would leave her with 170 logs and 170 bushels of food, which is more than the 150 of each she 

could produce on her own. Bill would specialize completely in food, producing 240 bushels. 

Trading 140 bushels of food to Colleen for 100 logs leaves him with 100 of each, which is more 

than the 80 of each he could produce on his own. 
4 The simple example of Bill and Colleen should begin to give you some insight into why 

| most economists see value in free trade. Even if one country is absolutely better than another 

country at producing everything, our example has shown that there are gains to specializing 

__ and trading. es oa ae ae 

A Graphical Presentation of Comparative Advantage and Gains from Trade Graphs 
can also be used to show the benefits from specialization and trade in the example of Colleen 

and Bill. To construct a graph reflecting Colleen’s production choices (Figure 2.3 (a)), we start 

with the end points. If she were to devote an entire month (30 days) to log production, she could 

cut 300 logs—10 logs per day x 30 days. Similarly, if she were to devote an entire month to food 

gathering, she could produce 300 bushels. If she chose to split her time evenly (15 days to logs 

and 15 days to food), she would have 150 bushels and 150 logs. Her production possibilities are 

illustrated by the straight line between A and B and illustrate the trade-off that she faces 

between logs and food: By reducing her time spent in food gathering, Colleen is able to devote 

more time to logs; and for every 10 bushels of food that she gives up, she gets 10 logs. 

In Figure 2.3(b), we construct a graph of Bill’s production possibilities. Recall that Bill can 

produce 8 bushels of food per day, but he can cut only 4 logs. Again, starting with the end 
points, if Bill devoted all his time to food production, he could produce 240 bushels—8 bushels 
of food per day x 30 days. Similarly, if he were to devote the entire 30 days to log cutting, he 
could cut 120 logs—4 logs per day x 30 days. By splitting his time, with 20 days spent on log cut- 
ting and 10 days spent gathering food, Bill could produce 80 logs and 80 bushels of food. His 
production possibilities are illustrated by the straight line between D and E. By shifting his 
resources and time from logs to food, he gets 2 bushels for every log. 

Figures 2.3(a) and 2.3(b) illustrate the maximum amounts of food and logs that Bill and 
Colleen can produce acting independently with no specialization or trade, which is 230 logs and 
230 bushels. Now let us have each specialize in producing the good in which he or she has a com- 
parative advantage. Back in Figure 2.2 on p. 29, we showed that if Bill devoted all his time to food 
production, producing 240 bushels (30 days x 8 bushels per day), and Colleen devoted the vast 
majority of her time to cutting logs (27 days) and just a few days to gathering food (3 days), their 
combined total would be 270 logs and 270 bushels of food. Colleen would produce 270 logs and 
30 bushels of food to go with Bill’s 240 bushels of food. 
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a, Colleen’s production possibilities (monthly output) b, Bill’s production possibilities (monthly output) 
~ 

a 

150 

& 

0 150 300 
Food bushels Food bushels 

a FIGURE 2.3 Production Possibilities with No Trade 
The figure in (a) shows all of the combinations of logs and bushels of food that Colleen can produce by 
herself. \f she spends all 30 days each month on logs, she produces 300 logs and no food (point A). If she 
spends all 30 days on food, she produces 300 bushels of food and no logs (point B). If she spends 15 days 
on logs and 15 days on food, she produces 150 of each (point C). 
The figure in (b) shows all of the combinations of logs and bushels of food that Bill can produce by him- 
self, if he spends all 30 days each month on logs, he produces 120 logs and no food (point D). If he 
spends all 30 days on food, he produces 240 bushels of food and no logs (point E). If he spends 20 days 
on logs and 10 days on food, he produces 80 of each (point F). 

Finally, we arrange a trade, and the result is shown in Figures 2.4(a) and 2.4(b). Bill trades 
140 bushels of food to Colleen for 100 logs; and he ends up with 100 logs and 100 bushels of food, 
20 more of each than he would have had before the specialization and trade. 

Colleen ends up with 170 logs and 170 bushels, again 20 more of each than she would have 
had before the specialization and trade. Both are better off. Both move beyond their individual 

production possibilities. 

a. Colleen moves beyond her b. Bill moves beyond his 
original production possibilties original production possibilties 

300 

Logs Logs 170 

150 

0 150170 300 0 80 100 240 

Food bushels Food bushels 

a FIGURE 2.4 Colleen and Bill Gain from Trade 

By specializing and engaging in trade, Colleen and Bill can move beyond their own production possibilities. 

if Bill spends all his time producing food, he will produce 240 bushels of food and no logs. If he can trade 

140 of his bushels of food to Colleen for 100 logs, he will end up with 100 logs and 100 bushels of food. 

The figure in (b) shows that he can move from point F to point F’. . 

if Colleen spends 27 days cutting logs and 3 days producing food, she will produce 270 logs and 30 bushels 

of food. If she can trade 100 of her logs to Bill for 140 bushels of food, she will end up with 170 logs and 

170 bushels of food. The figure in (a) shows that she can move from point C to point C’. 

Weighing Present and Expected Future Costs and Benefits Very often we find 

ourselves weighing benefits available today against benefits available tomorrow. Here, too, the 

notion of opportunity cost is helpful. 
: 

31 



32 PARTI Introduction to Economics 

consumer goods Goods 

produced for present 
consumption. 

investment The process of 

using resources to produce 

new capital. 

production possibility 

frontier (ppf) A graph 

that shows all the combinations 

of goods and services that can 

be produced if all of society’s 

resources are used efficiently. 

While alone on the island, Bill had to choose between cultivating a field and just gathering 

wild nuts and berries. Gathering nuts and berries provides food now; gathering seeds and clear- 

ing a field for planting will yield food tomorrow if all goes well. Using today’s time to farm may 

well be worth the effort if doing so will yield more food than Bill would otherwise have in the 

future. By planting, Bill is trading present value for future value. 

The simplest example of trading present for future benefits is the act of saving. When you put 

income aside today for use in the future, you give up some things that you could have had today in 

exchange for something tomorrow. Because nothing is certain, some judgment about future 

events and expected values must be made. What will your income be in 10 years? How long are 

you likely to live? 

We trade off present and future benefits in small ways all the time. If you decide to study 

instead of going to the dorm party, you are trading present fun for the expected future benefits of 

higher grades. If you decide to go outside on a very cold day and run 5 miles, you are trading dis- 

comfort in the present for being in better shape later. 

Capital Goods and Consumer Goods A society trades present for expected future 

benefits when it devotes a portion of its resources to research and development or to investment 

in capital. As we said earlier in this chapter, capital in its broadest definition is anything that has 

already been produced that will be used to produce other valuable goods or services over time. 

Building capital means trading present benefits for future ones. Bill and Colleen might trade 

gathering berries or lying in the sun for cutting logs to build a nicer house in the future. In a mod- 

ern society, resources used to produce capital goods could have been used to produce consumer 

goods—that is, goods for present consumption. Heavy industrial machinery does not directly sat- 

isfy the wants of anyone, but producing it requires resources that could instead have gone into pro- 

ducing things that do satisfy wants directly—for example, food, clothing, toys, or golf clubs. 

Capital is everywhere. A road is capital. Once a road is built, we can drive on it or transport 

goods and services over it for many years to come. A house is also capital. Before a new manufac- 
turing firm can start up, it must put some capital in place. The buildings, equipment, and inven- 

tories that it uses comprise its capital. As it contributes to the production process, this capital 

yields valuable services over time. 

In Chapter 1, we talked about the enormous amount of capital—buildings, factories, housing, 

cars, trucks, telephone lines, and so on—that you might see from a window high in a skyscraper. Much 

of that capital was put in place by previous generations, yet it continues to provide valuable services 

today; it is part of this generation’s endowment of 1 resources, To build every building, every road, every 

factory, every house, and every car or truck, society must forgo using resources to produce consumer 
goods today. To get an education, you pay tuition and put off joining the workforce for a while. 

Capital does not need to be tangible. When you spend time and resources developing skills 

or getting an education, you are investing in human capital—your own human capital. This cap- 

ital will continue to exist and yield benefits to you for years to come. A computer program pro- 

duced by a software company may come on a CD that costs 75¢ to make, but its true intangible 

value comes from the ideas embodied in the program itself, which will drive computers to do 
valuable, time-saving tasks over time. It too is capital. 

The process of using resources to produce new capital is called investment. (In everyday 
language, the term investment often refers to the act of buying a share of stock or a bond, as in “I 
invested in some Treasury bonds.” In economics, however, investment always refers to the cre- 
ation of capital: the purchase or putting in place of buildings, equipment, roads, houses, and the 
like.) A wise investment in capital is one that yields future benefits that are more valuable than 
the present cost. When you spend money for a house, for example, presumably you value its 
future benefits. That is, you expect to gain more from living in it than you would from the things 
you could buy today with the same money. Because resources are scarce, the opportunity cost of 
every investment in capital is forgone present consumption. : 

The Production Possibility Frontier 
A simple graphic device called the production possibility frontier (ppf) illustrates the prin- 
ciples of constrained choice, opportunity cost, and scarcity. The ppf is a graph that shows all the 
combinations of goods and services that can be produced if all of a society’s resources are used 
efficiently. Figure 2.5 shows a ppf for a hypothetical economy. 
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4 FIGURE 2.5 
Production Possibility 
Frontier 
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economic concepts. One of the 
most important is opportunity cost. 
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On the Y-axis, we measure the quantity of capital goods produced. On the X-axis, we mea- 

sure the quantity of consumer goods. All points below and to the left of the curve (the shaded 

area) represent combinations of capital and consumer goods that are possible for the society 

given the resources available and existing technology. Points above and to the right of the curve, 

such as point G, represent combinations that cannot be reached. If an economy were to end up 

at point A on the graph, it would be producing no consumer goods at all; all resources would be 
used for the production of capital. If an economy were to end up at point B, it would be devot- 

ing all its resources to the production of consumer goods and none of its resources to the forma- 

tion of capital. 
While all economies produce some of each kind of good, different economies emphasize dif- 

ferent things. About ¥7.1 percent of gross output in the United States in 2005 was new capital. In 

Japan, capital historically accounted for a much higher percent of gross output, while in the 

Congo, the figure was 7 percent. Japan is closer to point A on its ppf, the Congo is closer to B, and 

the United States is somewhere in between. 
Points that are actually on the ppf are points of both full resource employment and produc- 

tion efficiency. (Recall from Chapter | that an efficient economy is one that produces the things 

that people want at the least cost. Production efficiency is a state in which a given mix of outputs is 

produced at the least cost.) Resources are not going unused, and there is no waste. Points that lie 

within the shaded area but that are not on the frontier represent either unemployment of 

resources or production inefficiency. An economy producing at point D in Figure 2.5 can pro- 

duce more capital goods and more consumer goods, for example, by moving to point E. This is 

possible because resources are not fully employed at point D or are not being used efficiently. 

Unemployment During the Great Depression of the 1930s, the U.S. economy experienced 

prolonged unemployment. Millions of workers found themselves without jobs. In 1933, 25 per- 

cent of the civilian labor force was unemployed. This figure stayed above 14 percent until 1940, 

when increased defense spending by the United States created millions of jobs. In June 1975, the 

unemployment rate went over 9 percent for the first time since the 1930s. In December 1982, 

when the unemployment rate hit 10.8 percent, nearly 12 million people were looking for work. In 

2007, the figure was 7.1 million. 

In addition to the hardship that falls on the unemployed, unemployment of labor means 

unemployment of capital. During economic downturns or recessions, industrial plants run at less ) 

than their total capacity. When there is unemployment of labor and capital, we are not producing 

all that we can. 

Periods of unemployment correspond to points inside the ppf, points such as D in Figure 2.5. 

Moving onto the frontier from a point such as D means achieving full employment of resources. 
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> FIGURE 2.6 
Inefficiency from 
Misallocation of Land 
in Farming 
Society can end up inside its ppf 

at a point such as A by using its 
resources inefficiently. If, for 
example, Ohio’s climate and soil 
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tion, a law forcing Kansas farm- 
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Inefficiency Although an economy may be operating with full employment of its land, labor, 

and capital resources, it may still be operating inside its ppf (at a point such as D in Figure 2.5). It 

production. If Congress passes a law forcing Ohio farmers to plant 50 percent of their acreage 

with wheat and Kansas farmers to plant 50 percent with corn, neither corn nor wheat production 

will be up to potential. The economy will be at a point such as A in Figure 2.6—inside the ppf. 

Allowing each state to specialize in producing the crop that it produces best increases the pro- 

duction of both crops and moves the economy to a point such as B in Figure 2.6. 
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of corn 
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The Efficient Mix of Output To be efficient, an economy must produce what people 
want. This means that in addition to operating on the ppf, the economy must be operating at the 

right point on the ppf. This is referred to as output efficiency, in contrast to production efficiency. 

Suppose that an economy devotes 100 percent of its resources to beef production and that the 

beef industry runs efficiently using the most modern techniques. Also suppose that everyone in 

the society is a vegetarian. The result is a total waste of resources (assuming that the society can- 

_not trade its beef for vegetables produced in another country). 

Points B and C in Figure 2.6 are points of production efficiency and full employment. 
_ Whether B is more or less efficient than C, however, depends on the preferences of members of 
society and is not shown in the ppf graph. 

Negative Slope and Opportunity Cost As we have seen, points that lie on the ppf rep- 
resent points of full resource employment and production efficiency. Society can choose only one 
point on the curve. Because a society’s choices are constrained by available resources and existing 
technology, when those resources are fully and efficiently employed, it can produce more capital 
goods only by reducing production of consumer goods. The opportunity cost of the additional 
capital is the forgone production of consumer goods. 

The fact that scarcity exists is illustrated by the negative slope of the ppf. (If you need a 
review of slope, see the Appendix to Chapter 1.) In moving from point E to point F in Figure 2.5, 
capital production increases by 800 — 550 = 250 units (a positive change), but that increase in 
capital can be achieved only by shifting resources out of the production of consumer goods. 
Thus, in moving from point E to point F in Figure 2.5, consumer goods production decreases by 
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1,300 — 1,100 = 200 units (a negative change). The slope of the curve, the ratio of the change in 
capital goods to the change in consumer goods, is negativeian We gar Ope 

The value of the slope of a society’s ppf is called the marginal rate of transformation 
(MRT). In Figure 2.5, the MRT between points E and Fis simply the ratio of the change in capi- 
tal goods (a positive number) to the change in consumer goods (a negative number). 

The Law of Increasing Opportunity Cost The negative slope of the ppf indicates the 
trade-off that a society faces between two goods. We can learn something further about the shape 
of the frontier and the terms of this trade-off. Let’s look at the trade-off between corn and wheat 
production in Ohio and Kansas. In a recent year, Ohio and Kansas together produced 510 million 
bushels of corn and 380 million bushels of wheat. Table 2.1 presents these two numbers, plus 
some hypothetical combinations of corn and wheat production that might exist for Ohio and 
Kansas together. Figure 2.7 graphs the data from Table 2.1. 

TABLE 2.1 Production Possibility Schedule for Total Corn and Wheat Production in 
Ohio and Kansas 

Total Corn Production Total Wheat Production 
Point on ppf (Millions of Bushels Per Year) (Millions of Bushels Per Year) 

A 700 100 

B 650 200 

G S10 380 

D 400 S00 

E 300 550 

300 |- 

Bushels of corn per year (millions) 

| 

4 i | | 

0 100 200 380 500 550 

Bushels of wheat per year (millions) 

Suppose that society's demand for corn dramatically increases. If this happens, farmers 

would probably shift some of their acreage from wheat production to corn production. Such a 

shift is represented by a move from point C (where corn = 510 and wheat = 380) up and to the 

left along the ppf toward points A and B in Figure 2.7. As this happens, it becomes more difficult 

to produce additional corn. The best land for corn production was presumably already in corn, 

and the best land for wheat production was already in wheat. As we try to produce more corn, the 

land is less well suited to that crop. As we take more land out of wheat production, we are taking 

increasingly better wheat-producing land. In other words, the opportunity cost of more corn, 

measured in terms of wheat, increases. 

Moving from point E to D, Table 2.1 shows that we can get 100 million bushels of corn 

(400 — 300) by sacrificing only 50 million bushels of wheat (550 — 500)—that is, we get 

marginal rate of 
transformation (MRT) 
The slope of the production 

possibility frontier (ppf). 

4 FIGURE 2.7 Corn and 
Wheat Production in 

Ohio and Kansas 

The ppf illustrates that the 
opportunity cost of corn produc- 
tion increases as we shift 

resources from wheat produc- 
tion to corn production. Moving 

from point E to D, we get an 
additional 100 million bushels of 

corn at a cost of 50 million 

bushels of wheat. Moving 

from point B to A, we get only 
50 million bushels of corn ata 

cost of 100 million bushels of 

wheat. The cost per bushel of 

corn—measured in lost wheat— 

has increased. 
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economic growth An 

increase in the total output of 

an economy. It occurs when a 
society acquires new resources 
or when it learns to produce 

more using existing resources. 

2 bushels of corn for every bushel of wheat. However, when we are already stretching the ability 

of the land to produce corn, it becomes harder to produce more and the opportunity cost 

increases. Moving from point B to A, we can get only 50 million bushels of corn (700 — 650) by 

sacrificing 100 million bushels of wheat (200 — 100). For every bushel of wheat, we now get only 

half a bushel of corn. However, if the demand for wheat were to increase substantially and we 

were to move down and to the right along the ppf, it would become increasingly difficult to pro- 

duce wheat and the opportunity cost of wheat, in terms of corn, would increase. This is the law_ 

of increasing opportunity cost. 

If you think about the example we discussed earlier of Colleen and Bill producing logs and 

food on an island, you will recognize that the production possibilities described were highly simpli- 

fied. In that example, we drew a downward slope, straight line ppf, to make the problem easier, we 

assume constant opportunity costs. In a real economy, ppf’s would be expected to look like Figure 2.5. 
Although it exists only as an abstraction, the ppf illustrates a number of very important 

concepts that we will use throughout the rest of this book: scarcity, unemployment, inefficiency, 

opportunity cost, the law of increasing opportunity cost, economic growth, and the gains 

from trade. 
It is important to remember that the ppf represents choices available within the constraints 

improve, and when that happens, we have growth. 4% 

Economic Growth Economic growth is characterized by an increase in the total output 
of an economy. It occurs when a society acquires new resources or learns to produce more with 
existing resources. New resources may mean a larger labor force or an increased capital stock. The 

production and use of new machinery and equipment (capital) increase workers’ productivity. 

In the past few decades, the productivity of U.S. agriculture has increased dramatically. Based 

on data compiled by the Department of Agriculture, Table 2.2 shows that yield per acre in corn 

production has increased fivefold since the late 1930s, while the labor required to produce it has 

dropped significantly. Productivity in wheat production has also increased, at only a slightly less 

remarkable rate: Output per acre has more than tripled, while labor requirements are down 

nearly 90 percent. These increases are the result of more efficient farming techniques, more and 

better capital (tractors, combines, and other equipment), and advances in scientific knowledge 

and technological change (hybrid seeds, fertilizers, and so on). As you can see in Figure 2.8, 
increases such as these shift the ppf up and to the right. 

TABLE 2.2 Increasing Productivity in Corn and Wheat Production 
in the United States, 1935-2007 

Corn Wheat 

Yield Per Acre Labor Hours Per Yield Per Acre Labor Hours Per 
(Bushels) 100 Bushels (Bushels) 100 Bushels 

1935-1939 26.1 108 iS)? 67 
1945-1949 36.1 53 16.9 34 
1955-1959 48.7 20 pe) 17 
1965-1969 78.5 7 27.5 11 
1975-1979 SES, 4 Siiles) 9 
1981-1985 107.2 3 36.9 7 
1985-1990 112.8 NA’ 38.0 NA’ 
1990-1995 120.6 NA“ 38.1 NA’ 
1998 134.4 NA’ 43.2 NA’ 
2001 oor NA’ 43.5 NA’ 
2006 145.6 NA‘ 42.3 NA‘ 
2007 152.8 NA’ 40.6 NA’ 
eee 

“Data not available. 

Source: U.S. Department of Agriculture, Economic Research Service, Agricultural Statistics, Crop Summary. www.ers.usda.gov August 2007 Ne 
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4 FIGURE 2.8 Economic 
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Sources of Growth and the Dilemma of Poor Countries Economic growth 
arises from many sources, the two most important over the years having been the accumula- 
tion of capital and technological advances. For poor countries, capital is essential; they must 

build the communication networks and transportation systems necessary to develop 

industries that function efficiently. They also need capital goods to develop their agricultural 

sectors. 
Recall that capital goods are produced only at a sacrifice of consumer goods. The same can 

be said for technological advances. Technological advances come from research and development 

that use resources; thus, they too must be paid for. The resources used to produce capital goods— | 

to build a road, a tractor, or a manufacturing plant—and to develop new technologies could have | 

been used to produce consumer goods. = 
When a large part of a country’s population is very poor, taking resources out of the produc- 

tion of consumer goods (such as food and clothing) is very difficult. In addition, in some coun- 

tries, people wealthy enough to invest in domestic industries choose instead to invest abroad 

because of political turmoil at home/ As a result, it often falls to the governments of poor coun- 

tries to generate revenues for capital production and research out of tax collections. 

All these factors have contributed to the growing gap between some poor and rich nations. 

Figure 2.9 shows the result using ppf’s. On the left, the rich country devotes a larger portion of 

its production to capital while the poor country produces mostly consumer goods. On the right, 

you see the results: the ppf of the rich country shifts up and out farther and faster. 

The importance of capital goods and technological developments to the position of workers 

in less developed countries is well illustrated by Robert Jensen’s study of South India’s industry. 

Conventional telephones require huge investments in wires and towers and, as a result, many less 

developed areas are without landlines. Mobile phones, on the other hand, require a less expensive 

investment; thus, in many areas, people upgraded from no phones directly to cell phones. Jensen 

found that in small fishing villages, the advent of cell phones allowed fishermen to determine on 

any given day where to take their catch to sell, resulting in a large decrease in fish wasted and an 

increase in fishing profits. The ability of newer communication technology to aid development is 

one of the exciting features of our times. (See Robert Jensen, “The Digital Provide: Information 

Technology, Market Performance, and Welfare in the South Indian Fisheries Sector,” Quarterly 

Journal of Economics, August 2007, 879-924.) 
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The Economic Problem 

Recall the three ince questions facing all economic systems: (1) What gets produced? (2) How is 

it produced? and (3) Who gets it? 
When Bill was alone on the island, the mechanism for answering those questions was sim- 

ple: He thought about his own wants and preferences, looked at the constraints imposed by the 

resources of the island and his own skills and time, and made his decisions. As Bill set about his 

work, he allocated available resources quite simply, more or less by dividing up his available time. 

Distribution of the output was irrelevant. Because Bill was the society, he got it all. 

Introducing even one more person into the economy—in this case, Colleen—changed all 

that. With Colleen on the island, resource allocation involves deciding not only how each person 

spends his or her time but also who does what; and now there are two sets of wants and prefer- 

ences. If Bill and Colleen go off on their own and form two separate self-sufficient economies, 

there will be lost potential. Two people can do more things together than each person can do 

alone. They may use their comparative advantages in different skills to specialize. Cooperation 

and coordination may give rise to gains that would otherwise not be possible. 

When a society consists of millions of people, the problem of coordination and cooperation 

becomes enormous, but so does the potential for gain. In large, complex economies, specializa- 

tion can go wild, with people working in jobs as different in their detail as an impressionist paint- 

ing is from a blank page. The range of products available in a modern industrial society is beyond 

anything that could have been imagined a hundred years ago, and so is the range of jobs. 

The amount of coordination and cooperation in a modern industrial society is almost 

impossible to imagine. Yet something seems to drive economic systems, if sometimes clumsily 
and inefficiently, toward producing the goods and services that people want. Given scarce 
resources, how do large, complex societies go about answering the three basic economic ques- 
tions? This is the economic problem, which is what this text is about. 

Economic Systems 
Now that you understand the economic problem, we can explore how different economic systems 
go about answering the three basic questions. 
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In the long struggle between the United States and the USSR in the post—World War II period, 
there was a general view that authoritarian political systems went hand in hand with highly cen- 
tralized and governmentally controlled economic systems. The recent explosive growth in China 
and the structure of the Chinese economy have created some debate over that connection. 

China has become a magnet for private capital and entrepreneurship and has one of the 
most rapidly growing economies in the world. For the last decade, China has been growing at 
double-digit rates. Between 2001 and 2004, China’s national output went up almost 50 percent. 
In the single month of June 2005, the Chinese sold $21 billion worth of goods and services to the 
United States, while the United States sold only $3.4 billion to China. While the Chinese political 
system is still highly controlled, the economy has many hallmarks of a free market system. 
Exciting new work is taking place to help better understand the connections between the eco- 
nomic system and the political system. 

Command Economies 

In a pure command economy, the basic economic questions are answered by a central govern- 
ment. Through a combination of government ownership of state enterprises and central plan- 
ning, the government, either directly or indirectly, sets output targets, incomes, and prices. 

While the extremes of central planning have been rejected, so too has the idea that “markets 
solve all problems: The real debate is not about whether we have government at all, it is about the 
extent and the character of a limited government role in the economy. One of the major themes | 

: 
of this book is that government involvement, in theory, may improve the efficiency and fairness 

of the allocation of a nation’s resources. At the same time, a poorly functioning government can 

destroy incentives, lead to corruption, and result in the waste of a society’s resources. — 

Laissez-Faire Economies: The Free Market 

At the opposite end of the spectrum from the command economy is the laissez-faire economy. 
The term /aissez-faire, which translated literally from French means “allow [them] to do,” implies 

a complete lack of government involvement in the economy. In this type of economy, individuals 

and firms pursue their own self-interest without any-central direction or regulation; the sum total 

of millions of individual decisions ultimately determines all basic economic outcomes. The cen- 

tral institution through which a laissez-faire system answers the basic questions is the market, a 

term that is used in economics to-mean an institution through which buyers and sellers interact 

and engage in exchange. 
The interactions between buyers and sellers in any market range from simple to complex. 

Early explorers of the North American Midwest who wanted to exchange with Native Americans 

did so simply by bringing their goods to a central place and trading them. Today the World Wide 

Web is revolutionizing exchange. A jewelry maker in upstate Maine can exhibit wares through 

digital photographs on the Web. Buyers can enter orders or make bids and pay by credit card. 

Companies such as eBay facilitate the worldwide interaction of tens of thousands of buyers and 

sellers sitting at their computers. 

In short: 

Some markets are simple and others are complex, but they all involve buyers and sellers 

engaging in exchange. The behavior of buyers and sellers in a laissez-faire economy deter- 

mines what gets produced, how it is produced, and who gets it. 

The following chapters explore market systems in great depth. A quick preview is worthwhile 

here, however. 

Consumer Sovereignty Ina free, unregulated market, goods and services are produced 

and sold only if the supplier can make a profit. In simple terms, making a profit means selling 

goods or services for more than it costs to produce them. You cannot make a profit unless 

someone wants the product that you are selling. This logic leads to the notion of consumer 

sovereignty: The mix of output found in any free market system is dictated ultimately by the 

command economy An 

economy in which a central 
government either directly or 

indirectly sets output targets, 

incomes, and prices. 

laissez-faire economy 
Literally from the French: 

“allow [them] to do.” An 
economy in which individual 

people and firms pursue their 

own self-interest without any 

central direction or regulation. 

market The institution 

through which buyers and 
sellers interact and engage in 

exchange. 

consumer sovereignty 

The idea that consumers 

ultimately dictate what will be 

produced (or not produced) by 

choosing what to purchase 

(and what not to purchase). 
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free enterprise The 

freedom of individuals to start 

and operate private businesses 

in search of profits. 

tastes and preferences of consumers who “vote” by buying or not buying. Businesses rise and 

fall in response to consumer demands. No central directive or plan is necessary. 

Individual Production Decisions: Free Enterprise Under a free market system, 

individual producers must also determine how to organize and coordinate the actual production 

of their products or services. The owner of a small shoe repair shop must alone buy the needed 

equipment and tools, hang signs, and set prices. In a big corporation, so many people are involved 

in planning the production process that in many ways, corporate planning resembles the planning 

in a command econonyy. In a free market economy, producers maybe small or large. One person 

who hand-paints eggshells may start to sell them as a business; a person good with computers may 

start a business designing Web sites. On a larger scale, a group of furniture designers may put 

together a large portfolio of sketches, raise several million dollars, and start a bigger business. At 

the extreme are huge corporations such as Microsoft, Mitsubishi, and Intel, each of which sells tens 

of billions of dollars’ worth of products every year. Whether the firms are large or small, however, 

production decisions in a market economy are made by separate private organizations acting in 

what they perceive to be their own interests. 

Often the market system is called a free enterprise system. Free enterprise means the free- 

dom of individuals to start private businesses in search of profits. Because new businesses require 

capital investment before they can begin operation, starting a new business involves risk. A well- 

run business that produces a product for which demand exists is likely to succeed; a poorly run 

business or one that produces a product for which little demand exists now or in the future is 

likely to fail. It is through free enterprise that new products and new production techniques find 

their way into use. — gant 
Proponents of free market systems argue that free enterprise leads to more efficient produc- 

| tion and better response to diverse and changing consumer preferences. If a producer produces 

inefficiently, competitors will come along, fight for the business, and eventually take it away. 

Thus, in a free market economy, competition forces producers to use efficient techniques of pro- 

duction. It is competition, then, that ultimately dictates how output is produced. 

Distribution of Output In a free market system, the distribution of output—who gets 

what—is also determined in a decentralized way. The amount that any one household gets 

depends on its income and wealth. Income is the amount that a household earns each year. It 

comes in a number of forms: wages, salaries, interest, and the like. Wealth i$ the amount that 
households have accumulated out of past income through saving or inheritance. 

To the extent that income comes from working for a wage, it is at least in part determined by 

individual choice. You will work for the wages available in the market only if these wages (and the 

products and services they can buy) are sufficient to compensate you for what you give up by 

working. Your leisure certainly has a value also. You may discover that you can increase your 

income by getting more education or training. You cannot increase your income, however, if you 
acquire a skill that no one wants. 

Price Theory The basic coordinating mechanism in a free market system is price. A price is the 
amount that a product sells for per unit, and it reflects what society is willing to pay. Prices of 
inputs—labor, land, and capital—determine how much it costs to produce a product. Prices of var- 
ious kinds of labor, or wage rates, determine the rewards for working in different jobs and profes- 
sions. Many of the independent decisions made in a market economy involve the weighing of prices 
and costs, so it is not surprising that much of economic theory focuses on the factors that influence 
and determine prices. This is why microeconomic theory is often simply called price theory. 

In sum: 

In a free market system, the basic economic questions are answered without the help of a 
central government plan or directives. This is what the “free” in free market means—the sys- 
tem is left to operate on its own with no outside interference. Individuals pursuing their own 
self-interest will go into business and produce the products and services that people want. 
Other individuals will decide whether to acquire skills; whether to work; and whether to buy, 
sell, invest, or save the income that they earn. The basic coordinating mechanism is price. 
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Mixed Systems, Markets, and Governments 
The differences between command economies and laissez-faire economies in their pure forms are 
enormous. In fact, these pure forms do not exist in the world; all real systems are in some sense 
“mixed.” That is, individual enterprise exists and independent choice is exercised even in 
economies in which the government plays a major role. 

Conversely, no market economies exist without government involvement and government 
regulation. The United States has basically a free market economy, but government purchases 
accounted for about 19.4 percent of the country’s total production in 2007. Governments in the 
United States (local, state, and federal) directly employ about 16 percent of all workers, counting 
the military. They also redistribute income by means of taxation and social welfare expenditures, 
and they regulate many economic activities. 

One of the major themes in this book, and indeed in economics, is the tension between the 
advantages of free, unregulated markets and the desire for government involvement. Advocates of 
free markets argue that such markets work best when left to themselves. They produce only what 
people want; without buyers, sellers go out of business. Competition forces firms to adopt efficient 
production techniques. Wage differentials lead people to acquire needed skills. Competition also 
leads to innovation in both production techniques and products. The result is quality and variety, but 
market systems have problems too. Even staunch defenders of the free enterprise system recognize 
that market systems are not perfect. First, they do not always produce what people want at the lowest | 
cost—there are inefficiencies. Second, rewards (income) may be unfairly distributed and some 
groups may be left out. Third, periods of unemployment and inflation recur with some regularity. _| 

Many people point to these problems as reasons for government involvement. Indeed, for 

some problems, government involvement may be the only solution. However, government deci- 

sions are made by people who presumably, like the rest of us, act in their own self-interest. While 

governments may be called on to improve the functioning of the economy, there is no guarantee 

that they will do so. Just as markets may fail to produce an allocation of resources that is perfectly 

efficient and fair, governments may fail to improve matters. We return to this debate many times 

throughout this text. 

Looking Ahead 
This chapter described the economic problem in broad terms. We outlined the questions that all 

economic systems must answer. We also discussed very broadly the two kinds of economic sys- 

tems. In the next chapter, we analyze the way market systems work. 

Sevres, 

1, Every society has some system or process for transforming 
into useful form what nature and previous generations have 

provided. Economics is the study of that process and its 

outcomes. 

. Producers are those who take resources and transform them 

into usable products, or outputs. Private firms, households, 

and governments all produce something. 

SCARCITY, CHOICE, AND OPPORTUNITY COST ». 2 

3. All societies must answer three basic questions: What gets 

produced? How is it produced? Who gets what is produced? 

These three questions make up the economic problem. 

4, One person alone on an island must make the same basic 

decisions that complex societies make. When a society 

consists of more than one person, questions of distribution, 

cooperation, and specialization arise. 

. Because resources are scarce relative to human wants in all 

societies, using resources to produce one good or service 

implies not using them to produce something else. This 

concept of opportunity cost is central to an understanding of 

economics. 

. Using resources to produce capital that will in turn produce 
benefits in the future implies not using those resources to 
produce consumer goods in the present. 

. Even if one individual or nation is absolutely more efficient 
at producing goods than another, all parties will gain if they 
specialize in producing goods in which they have a 

comparative advantage. 
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8. A production possibility frontier (ppf) is a graph that shows 12. A market is an institution through which buyers and sellers 

all the combinations of goods and services that can be pro- interact and engage in exchange. Some markets involve sim- 

duced if all of society’s resources are used efficiently. The ppf ple face-to-face exchange; others involve a complex series of 

illustrates a number of important economic concepts: transactions, often over great distances or through elec- 

scarcity, unemployment, inefficiency, increasing opportunity tronic means. 

cost, and economic growth. 13. There are no purely planned economies and no pure laissez- 

faire economies; all economies are mixed. Individual enter- 

prise, independent choice, and relatively free markets exist in 

centrally planned economies; and there is significant govern- 

ment involvement in market economies such as that of the 

United States. 

14. One of the great debates in economics revolves around the 
tension between the advantages of free, unregulated markets 
and the desire for government involvement in the economy. 
Free markets produce what people want, and competition 

forces firms to adopt efficient production techniques. The 
need for government intervention arises because free mar- 
kets are characterized by inefficiencies and an unequal distri- 

bution of income and experience regular periods of inflation 
and unemployment. 

9. Economic growth occurs when society produces more, either 
by acquiring more resources or by learning to produce more 
with existing resources. Improved productivity may come 
from additional capital or from the discovery and applica- 
tion of new, more efficient techniques of production. 

ECONOMIC SYSTEMS p. 38 

10. In some modern societies, government plays a big role in 
answering the three basic questions. In pure command 
economies, a central authority directly or indirectly sets out- 
put targets, incomes, and prices. 

11. A laissez-faire economy is one in which individuals indepen- 
dently pursue their own self-interest, without any central 
direction or regulation, and ultimately determine all basic 
economic outcomes. 

REVIEW TERMS AND CONCEPTS 

absolute advantage, p. 29 factors of production (or factors), p. 25 market, p. 39 

capital, p. 25 free enterprise, p. 40 opportunity cost, p. 27 

command economy, p. 39 inputs or resources, p. 26 outputs, p. 26 

comparative advantage, p. 29 investment, p. 32 production, p. 25 

consumer goods, p. 32 laissez-faire economy, p. 39 production possibility frontier (ppf), p. 32 

consumer sovereignty, p. 39 marginal rate of transformation (MRT), p.35 theory of comparative advantage, p. 27 
’ 

‘ 
economic growth, p. 36 

PROBLEMS issn diecast, Mae ae 

the first draft of an editorial for this week’s paper. Your assign- 

ment is to describe the costs and the benefits of building a new 

bridge across the railroad tracks in the center of town. Currently, 

most people who live in this town must drive 2 miles through 
thickly congested traffic to the existing bridge to get to the main 
shopping and employment center. The bridge will cost the citi- 
zens of Mallsburg $25 million, which will be paid for with a tax 
on their incomes over the next 20 years. What are the opportunity 
costs of building this bridge? What are the benefits that citizens 
will likely receive if the bridge is built? What other factors might 
you consider in writing this editorial? 

Visit www.myeconlab.com to complete the problems marked in orange online. You will receive 

instant feedback on your answers, tutorial help, and access to additional practice problems. 

1. For each of the following, describe some of the potential oppor- 

tunity costs: 

a. Studying for your economics test 

b. Spending 2 hours playing computer games 

c. Buying a new car instead of keeping the old one 

d. A local community voting to raise property taxes to increase 

school expenditures and to reduce class size 

e. A number of countries working together to build a space 

station 

f. Going to graduate school 

J “As long as all resources are fully employed and every firm in 

the economy is producing its output using the best available 

technology, the result will be efficient.” Do you agree or disagree 

with this statement? Explain your answer. 

@) Kristen and Anna live in the beach town of Santa Monica. They 
own a small business in which they make wristbands and pot 
holders and sell them to people on the beach. As shown in the 

3. You are an intern to the editor of a small-town newspaper in 

Mallsburg, Pennsylvania. Your boss, the editor, asks you to write 

table on the following page, Kristen can make 15 wristbands per 
hour but only 3 pot holders. Anna is a bit slower and can make 
only 12 wristbands or 2 pot holders in an hour. 



OUTPUT PER HOUR 

WRISTBANDS POT HOLDERS 
~ Kristen 15 a 

Anna 12 2 

a. For Kristen and for Anna, what is the opportunity cost of a 
pot holder? Who has a comparative advantage in the pro- 
duction of pot holders? Explain your answer. 

b. Who has a comparative advantage in the production of 
wristbands? Explain your answer. 

c. Assume that Kristen works 20 hours per week in the busi- 
ness. Assuming Kristen is in business on her own, graph the 
possible combinations of pot holders and wristbands that 
she could produce in a week. Do the same for Anna. 

d. If Kristen devoted half of her time (10 out of 20 hours) to 
wristbands and half of her time to pot holders, how many of 
each would she produce in a week? If Anna did the same, 
how many of each would she produce? How many wrist- 
bands and pot holders would be produced in total? 

e. Suppose that Anna spent all 20 hours of her time on 

wristbands and Kristen spent 17 hours on pot holders and 

3 hours on wristbands. How many of each item would be 

produced? 

f. Suppose that Kristen and Anna can sell all their wristbands 

for $1 each and all their pot holders for $5.50 each. If each of 

them worked 20 hours per week, how should they split their 

time between wristbands and pot holders? What is their 
maximum joint revenue? 

. Briefly describe the trade-offs involved in each of the following 

decisions. Specifically, list some of the opportunity costs associ- 

ated with each decision, paying particular attention to the trade- 

offs between present and future consumption. 

a. After a stressful senior year in high school, Sherice decides to 

take the summer off instead of working before going to college. 

b. Frank is overweight and decides to work out every day and 

to go’on a diet. © 
c. Metis diligent about taking her car in for routine mainte- 

nance even though it takes 2 hours of her time and costs 

$100 four times each year. 
d. Jim is in a hurry. He runs a red light on the way to work. 

The countries of Figistan and Blah are small island countries in 

the South Pacific. Both produce fruit and timber. Each island 

has a labor force of 1,200. The following table gives production 

per month for each worker in each country. 

BASKETS OF BOARD FEET 

FRUIT OF TIMBER 

Figistan workers 10 5 

Blah workers 30 10 

Productivity of one worker for one month 

a. Which country has an absolute advantage in the production 

of fruit? Which country has an absolute advantage in the 

production of timber? 

b. Which country has a comparative advantage in the produc- 

tion of fruit? of timber? 

c. Sketch the ppf’s for both countries. 

d. Assuming no trading between the two, if both countries 

wanted to have equal numbers of feet of timber and baskets 

of fruit, how would they allocate workers to the two sectors? 

e. Show that specialization and trade can move both countries 

beyond their ppf’s. 
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7. Suppose that a simple society has an economy with only one 
resource, labor. Labor can be used to produce only two com- 

modities—X, a necessity good (food), and Y, a luxury good 
(music and merriment). Suppose that the labor force consists of 
100 workers. One laborer can produce either 5 units of neces- 

sity per month (by hunting and gathering) or 10 units of luxury 
per month (by writing songs, playing the guitar, dancing, and 
so on). 

a. Ona graph, draw the economy’s ppf. Where does the ppf 

intersect the Y-axis? Where does it intersect the X-axis? What 
meaning do those points have? 

b. Suppose the economy produced at a point inside the ppf. 

Give at least two reasons why this could occur. What could 

be done to move the economy to a point on the ppf? 

c. Suppose you succeeded in lifting your economy to a point 

on its ppf. What point would you choose? How might your 

small society decide the point at which it wanted to be? 

d. Once you have chosen a point on the ppf, you still need to 

decide how your society’s production will be divided. If you 

were a dictator, how would you decide? What would happen 

if you left product distribution to the free market? 

GQ Match each diagram in Figure 1 on the next page with its 

description here. Assume that the economy is producing or 

attempting to produce at point A and that most members of 

society like meat and not fish. Some descriptions apply to more 

than one diagram, and some diagrams have more than one 

description. 

Inefficient production of meat and fish 

Productive efficiency 

An inefficient mix of output 

Technological advances in the production of meat and fish 

The law of increasing opportunity cost 

An impossible combination of meat and fish meeaoge 

©) A nation with fixed quantities of resources is able to produce 

any of the following combinations of bread and ovens: 

LOAVES OF BREAD (MILLIONS) | OVENS (THOUSANDS) 
75 0 
60 12 
45 22 
30 30 
15 36 
0 40 

These figures assume that a certain number of previously pro- 

duced ovens are available in the current period for baking bread. 

a. Using the data in the table, graph the ppf (with ovens on the 

vertical axis). 

b. Does the principle of “increasing opportunity cost” hold in 

this nation? Explain briefly. (Hint: What happens to the 

opportunity cost of bread—measured in number of ovens— 

as bread production increases?) 

c. If this country chooses to produce both ovens and bread, 

what will happen to the ppf over time? Why? 

Now suppose that a new technology is discovered that allows 

twice as many loaves of bread to be baked in each existing oven. 

d. Illustrate (on your original graph) the effect of this new 

technology on the ppf. 

e. Suppose that before the new technology is introduced, the 

nation produces 22 ovens. After the new technology is 

*Note: Problems marked with an asterisk are more challenging. 
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introduced, the nation produces 30 ovens. What is the effect *11. Dr. Falk is a dentist who performs two basic procedures: filling 

of the new technology on the production of bread? (Give cavities and whitening teeth. Falk charges $50 per cavity filled, a 

the number of loaves before and after the change.) process that takes him 15 minutes per tooth and requires no 

[Related to the Economics in Practice on p. 28] An analysis of help or materials. For tooth whitening, a process requiring 
a large-scale survey of consumer food purchases by Mark Aguiar 30 minutes, Falk charges $150 net of mater ials. Again, no help is 
and Erik Hurst indicates that retired people spend less for the required. Is anything puzzling about Falk’s pricing pattern? 
same market basket of food than working people do. Use the con- Explain your answer. 
cept of opportunity cost to explain this fact. 

.-*) EF fe 
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Demand, Supply, and 
Market Equilibrium 

Chapters 1 and 2 introduced the 

discipline, methodology, and sub- 

ject matter of economics. We now 

begin the task of analyzing how a 

market economy actually works. 

This chapter and the next present 

an overview of the way individual 

markets work. They introduce 

some of the concepts needed to 

understand both microeconomics 
and macroeconomics. 

As we proceed to define terms 

and make assumptions, it is 
important to keep in mind what 

we are doing. In Chapter 1 we 

explained what economic theory 

attempts to do. Theories are abstract representations of reality, like a map that represents a city. 

We believe that the models presented here will help you understand the workings of the economy 

just as a map helps you find your way around a city. Just as a map presents one view of the world, 

so too does any given theory of the economy. Alternatives exist to the theory that we present. We 

believe, however, that the basic model presented here, while sometimes abstract, is useful in gain- 
ing an understanding of how the economy works. 

In the simple island society discussed in Chapter 2, Bill and Colleen solved the economic 

problem directly. They allocated their time and used the island’s resources to satisfy their wants. 

Bill might be a farmer, Colleen a hunter and carpenter. He might be a civil engineer, she a doctor. 

Exchange occurred, but complex markets were not necessary. 

In societies of many people, however, production must satisfy wide-ranging tastes and pref- 

erences. Producers therefore specialize. Farmers produce more food than they can eat so that they 

can sell it to buy manufactured goods. Physicians are paid for specialized services, as are attor- 

neys, construction workers, and editors. When there is specialization, there must be exchange, 

and markets are the institutions through which exchange takes place. 
This chapter begins to explore the basic forces at work in market systems. The purpose of 

our discussion is to explain how the individual decisions of households and firms together, with- 

out any central planning or direction, answer the three basic questions: What gets produced? 

How is it produced? Who gets what is produced? We begin with some definitions. 

me hess : 
7 

Eta 
CUT 

Firms and Households: The Basic Decision- 

Making Units 
Throughout this book, we discuss and analyze the behavior of two fundamental decision- 

making units: firms—the primary producing units jn an economy—and households—the con- 

suming units in an economy. Both are made up of people performing different functions and 

playing different roles. In essence, what we are developing is a theory of human behavior. 

CHAPTER OUTLINE 

Firms and Households: 
The Basic Decision- 
Making Units p. 45 

Input Markets and 
Output Markets: The 
Circular Flow p. 46 

Demand in 
Product/Output 
Markets p. 48 
Changes in Quantity 
Demanded versus 
Changes in Demand 

Price and Quantity 
Demanded: The Law 
of Demand 

Other Determinants of 
Household Demand 

Shift of Demand versus 
Movement Along the 
Demand Curve 

From Household Demand 
to Market Demand 

Supply in 
Product/Output 
Markets p. 57 
Price and Quantity 
Supplied: The Law 
of Supply 

Other Determinants 
of Supply 

Shift of Supply versus 
Movement Along the 
Supply Curve 

From Individual Supply to 
Market Supply 

Market 
Equilibrium ». 62 
Excess Demand 

Excess Supply 

Changes in Equilibrium 

Demand and Supply 
in Product Markets: 
A Review p. 66 

Looking Ahead: 
Markets and the 
Allocation of 
Resources p. 68 
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firm An organization that 

transforms resources (inputs) 

into products (outputs). Firms 

are the primary producing 

units in a market economy. 

entrepreneur A person 

who organizes, manages, and 

assumes the risks of a firm, 

taking a new idea or a new 

product and turning it into a 

successful business. 

households The 
consuming units in an 

economy. 

product or output 

markets The markets in 

which goods and services are 

exchanged. 

input or factor markets 
The markets in which the 

resources used to produce 

goods and services are 

exchanged. 

A firm exists when a person or a group of people decides to produce a product or products 

by transforming inputs—that is, resources in the broadest sense—into outputs, the products that 

are sold in the market. Some firms produce goods; others produce services. Some are large, 

many are small, and some are in between. All firms exist to transform resources into goods and 

services that people want. The Colorado Symphony Orchestra takes labor, land, a building, 

musically talented people, instruments, and other inputs and combines them to produce con- 

certs. The production process can be extremely complicated. For example, the first flautist in the 

orchestra uses training, talent, previous performance experience, score, instrument, conductor’s 

interpretation, and personal feelings about the music to produce just one contribution to an 

overall performance. Wartime uth Colley 

Most firms exist to make a profit for their owners, but some do not. Golumbia-Univessity, for 

example, fits the description of a firm: It takes inputs in the form of labor, land, skills, books, and 

buildings and produces a service that we call education. Although the university sells that service 

for a price, it does not exist to make a profit; instead, it exists to provide education of the highest 

quality possible. 
Still, most firms exist to make a profit. They engage in production because they can sell their 

product for more than it costs to produce it. The analysis of a firm’s behavior that follows rests on 

the assumption that firms make decisions in order to maximize profits. 
An entrepreneur is a person who organizes, manages, and assumes the risks of a firm. 

When a new firm is created, someone must organize the new firm, arrange financing, hire 

employees, and take risks. That person is an entrepreneur. Sometimes existing firms introduce 

new products, and sometimes new firms develop or improve on an old idea, but at the root of it 

all is entrepreneurship, which some see as the core of the free enterprise system. 

At the heart of the debate about the potential of free enterprise in formerly socialist Eastern 

Europe is the question of entrepreneurship. Does an entrepreneurial spirit exist in that part of the 

world? If not, can it be developed? Without it, the free enterprise system breaks down. 

The consuming units in an economy are households. A household may consist of any num- 

ber of people: a single person living alone, a married couple with four children, or 15 unrelated 

people sharing a house. Household decisions are presumably based on individual tastes and pref- 
erences. The household buys what it wants and can afford. In a large, heterogeneous, and open 

society such as the United States, wildly different tastes find expression in the marketplace. A six- 

block walk in any direction on any street in Manhattan or a drive from the Chicago Loop south 

into rural Illinois should be enough to convince someone that it is difficult to generalize about 
what people do and do not like. ior 

Even though households have wide-ranging preferences, they also have some things in com- 

mon. All—even the very rich—have ultimately limited incomes, and all must pay in some way for 

the goods and services that they consume. Although households may have some control over 

their incomes—they can work more hours or fewer hours—they are also constrained by the 

availability of jobs, current wages, their own abilities, and their accumulated and inherited wealth 
(or lack thereof). 

Input Markets and Output Markets: 
The Circular Flow 
Households and firms interact in two basic kinds of markets: product (or output) markets and 
input (or factor) markets. Goods and services that are intended for use by households are 
exchanged in product or output markets. In output markets, firms supply and households 
demand. 

To produce goods and services, firms must buy resources in input or factor markets. 
Firms buy inputs from households, which supply these inputs. When a firm decides how much 
to produce (supply) in output markets, it must simultaneously decide how much of each input 
it needs to produce the desired level of output. To produce automobiles, Ford Motor Company 
must use many inputs, including tires, steel, complicated machinery, and many different kinds 
of labor. 
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| (product) markets 

: al 

Households 
Demand in output markets 

Supply in input markets 

Supply in output markets 

Demand in input markets 

Input 

(factor) markets 

Labor 

Capital 
Land 

Figure 3.1 shows the circular flow of economic activity through a simple market economy. 

Note that the flow reflects the direction in which goods and services flow through input and out- 

put markets. For example, goods and services flow from firms to households through output 

markets. Labor services flow from households to firms through input markets. Payment (most 

often in money form) for goods and services flows in the opposite direction. 

In input markets, households supply resources. Most households earn their incomes by 

working—they supply their labor in the labor market to firms that demand labor and pay 

workers for their time and skills. Households may also loan their accumulated or inherited sav- 

ings to firms for interest or exchange those savings for claims to future profits, as when a house- 

hold buys shares of stock in a corporation. In the capital market, households supply the funds 

that firms use to buy capital goods. Households may also supply land or other real property in 

exchange for rent in the land market. 

Inputs into the production process are also called factors of production. Land, labor, and 

capital are the three key factors of production. Throughout this text, we use the terms input and 

factor of production interchangeably. Thus, input markets and factor markets mean the same 

thing. 
Early economics texts included entrepreneurship as a type of input, just like land, labor, and 

capital. Treating entrepreneurship as a separate factor of production has fallen out of favor, how- 

ever, partially because it is unmeasurable. Most economists today implicitly assume that entre- 

preneurship is in plentiful supply. That is, if profit opportunities exist, it is likely that 

entrepreneurs will crop up to take advantage of them, This assumption has turned out to be a 

good predictor of actual economic behavior and performance. 

The supply of inputs and their prices ultimately determine household income! Thus, the 

amount of income a household earns depends on the decisions it makes concerning what types 

of inputs it chooses to supply.)Whether to stay in school, how much and what kind of training to 

get, whether to start a business, how many hours to work, whether to work at all, and how to 

invest savings are all household decisions that affect income. 

labor market 

4 FIGURE 3.1 The 
Circular Flow of 
Economic Activity 
Diagrams like this one show the 
circular flow of economic activ- 

ity, hence the name circular flow 
diagram. Here goods and services 
flow clockwise: Labor services 

supplied by households flow to 

firms, and goods and services 

produced by firms flow to 

households, Payment (usually 
money) flows in the opposite 
(counterclockwise) direction: 
Payment for goods and services 

flows from households to firms, 

and payment for labor services 
flows from firms to households. 

Note: Color Guide—In Figure 3.1 

households are depicted in b/ue and 
firms are depicted in red. From now 
on all diagrams relating to the behav- 
ior of households will be blue or 
shades of blue and all diagrams 
relating to the behavior of firms will 

be red or shades of red. 

The 

input/factor market in which 

households supply work 

for wages to firms that 

demand labor. 

capital market The 

input/factor market in which 

households supply their 

savings, for interest or 

for claims to future profits, 

to firms that demand funds to 

buy capital goods. 

land market The 
input/factor market in which 

households supply land or 

other real property in exchange 

for rent. 

factors of production 
The inputs into the production 

process. Land, labor, and 

capital are the three key factors 

of production. 
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As you can see: 

| Input and output markets are connected through the behavior of both firms and house- 

| holds. Firms determine the quantities and character of outputs produced and the types and 

' quantities of inputs demanded. Households determine the types and quantities of products 

| demanded and the quantities and types of inputs supplied.’ 

The following analysis of demand and supply will lead up to a theory of how market prices 

are determined. Prices are determined by the interaction between demanders and suppliers. To 

understand this interaction, we first need to know how product prices influence the behavior of 

demanders and suppliers separately. Therefore, we discuss output markets by focusing first on 

demanders, then on suppliers, and finally on their interaction. 

Demand in Product/Output Markets 
In real life, households make many decisions at the same time. To see how the forces of demand 

and supply work, however, let us focus first on the amount of a single product that an individual 

household decides to consume within some given period of time, such as a month or a year. 

: A household’s decision about what quantity of a particular output, or product, to demand 

[ depends on a number of factors, including: 
et 

| m The price of the product in question. 

_ @ The income available to the household. 

| Se 

_ @ The prices of other products available to the household. 

I w The household’s tastes and preferences. 
ee : 

 @ The household’s expectations about future income, wealth, and prices. 
{\ 
if 

quantitydemanded The Quantity demanded is the amount (number of units) of a product that a household would 
amount (number of units) ofa —_ buy ina given period if it could buy all it wanted at the current market price. Of course, the amount 

product that a household of a product that households finally purchase depends on the amount of product actually avail- 
would buy ina given period if able in the market. The expression if it could buy all it wanted is critical to thesdefinition of quan- 
it could buy all it wanted at the tity demanded because it allows for the possibility that quantity supplied and quantity demanded 
current market price. are unequal 

N 

Changes in Quantity Demanded versus 
Changes in Demand 

‘| The most important relationship in individual markets is that between market price and quantity 

~ demanded. \For this reason, we need to begin our discussion by analyzing the likely response of 

households to changes in price using the device of ceteris paribus, or “all else equal.” That is, we will 

attempt to derive a relationship between the quantity demanded of a good per time period and the 

price of that good, holding income, wealth, other prices, tastes, and expectations constant. 

It is very important to distinguish between price changes, which affect the quantity of a good 

demanded, and changes in other factors (such as income), which change the entire relationship 

between price and quantity. For example, if a family begins earning a higher income, it might buy 
more of a good at every possible price. To be sure that we distinguish between changes in price 

' Our description of markets begins with the behavior of firms and households. Modern orthodox economic theory essentially 
combines two distinct but closely related theories of behavior. The “theory of household behavior,” or “consumer behavior,” has 
its roots in the works of nineteenth century utilitarians such as Jeremy Bentham, William Jevons, Carl Menger, Leon Walras, 
Vilfredo Parcto, and F. Y. Edgeworth. The “theory of the firm” developed out of the earlier classical political economy of Adam 
Smith, David Ricardo, and Thomas Malthus. In 1890, Alfred Marshall published the first of many editions of his Principles of 
Economics. That volume pulled together the main themes of both the classical economists and the utilitarians into what is now 
called neoclassical economics. While there have been many changes over the years, the basic structure of the model that we build 
can be found in Marshall’s work. 
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and other changes that affect demand, throughout the rest of the text, we will be very precise 
about terminology. Specifically: 

7 Changes in the price of a product affect the quantity demanded per period. Changes in any 
other factor, such as income or preferences, affect demand. Thus, we say that an increase in 

_ the price of Coca-Cola is likely to cause a decrease in the quantity of Coca-Cola demanded. 
| However, we say that an increase in income is likely to cause an increase in the demand for 
q most goods. 

Price and Quantity Demanded: The Law of Demand 
A demand schedule shows the quantities of a product that a household would be willing to buy 

at different prices. Table 3.1 presents a hypothetical demand schedule for Anna, a student who 

goes off to college to study economics while her boyfriend goes to art school. If telephone calls 

were free (a price of zero), Anna would call her boyfriend every day, or 30 times a month. At a 

price of $0.50 per call, she makes 25 calls a month. When the price hits $3.50, she cuts back to 

seven calls a month. This same information presented graphically is called a demand curve, 

Anna’s demand curve is presented in Figure 3.2. 
You will note in Figure 3.2 that quantity (q) is measured along the horizontal axis and price 

(P) is measured along the vertical axis. This is the convention we follow throughout this book. 

TABLE 3.1 Anna’s Demand Schedule 

for Telephone Calls 

Price Quantity Demanded 

(Per Call) (Calls Per Month) 

$ 0.00 30 

0.50 25 

3.50 TE 

7.00 5 

10.00 1 

15.00 0) 

P 

15.00 

10.00 

7.00 

Price per call ($) 

350 “b= 

Demand 

25 20g 

Number of telephone calls per month 

Demand Curves Slope Downward The data in Table 3.1 show that at lower prices, 

Anna calls her boyfriend more frequently; at higher prices, she calls less frequently. Thus, there isa 

negative, or inverse, relationship between quantity demanded and price. When price rises, quantity 

demanded falls, and when price falls, quantity demanded rises. Thus, demand curves always slope 

downward. This negative relationship between price and quantity demanded is often referred to as 

the law of demand, a term first used by economist Alfred Marshall in his 1890 textbook. 

demand schedule A 
table showing how much of a 
given product a household 

would be willing to buy at 

different prices. 

demand curve A graph 
illustrating how much of a 

given product a household 
would be willing to buy at 

different prices. 

4 FIGURE 3.2 Anna’s 
Demand Curve 
The relationship between price 
(P) and quantity demanded (q) 

presented graphically is called a 
demand curve. Demand curves 

have a negative slope, indicating 

that lower prices cause quantity 

demanded to increase. Note that 

Anna’s demand curve is blue; 

demand in product markets is 

determined by household choice. 

law of demand The 

negative relationship between 

price and quantity demanded: 

As price rises, quantity 

demanded decreases; as price 

falls, quantity demanded 

increases. 
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Some people are put off by the abstraction of demand curves. Of course, we do not actually 

draw our own demand curves for products. When we want to make a purchase, we usually face 

only a single price and how much we would buy at other prices is irrelevant. However, demand 

curves help analysts understand the kind of behavior that households are likely to exhibit if they 

are actually faced with a higher or lower price. We know, for example, that if the price of a good 

rises enough, the quantity demanded must ultimately drop to zero. The demand curve is thus a 

tool that helps us explain economic behavior and predict reactions to possible price changes. 

Marshall’s definition of a social “law” captures the idea: 

ae 

\ The term “law” means nothing more than a general proposition or statement of tenden- 

\ cies, more or less certain, more or less definite . . . a social law is a statement of social ten- 

\ dencies; that is, that a certain course of action may be expected from the members of a 

| social group under certain conditions.’ 
hy 

It seems reasonable to expect that consumers will demand more of a product at a lower price 

and less of it at a higher price. Households must divide their incomes over a wide range of goods 

and services. If you spend $4.50 for a pound of prime beef, you are sacrificing the other things that 

you might have bought with that $4.50. If the price of prime beef were to jump to $7 per pound 

while chicken breasts remained at $1.99 (remember ceteris paribus—we are holding all else con- 

stant), you would have to give up more chicken and/or other items to buy that pound of beef. So 

you would probably eat more chicken and less beef. Anna calls her boyfriend three times when 

phone calls cost $7 each. A fourth call would mean sacrificing $7 worth of other purchases. At a 

price of $3.50, however, the opportunity cost of each call is lower and she calls more frequently. 

Another explanation for the fact that demand curves slope downward rests on the notion of 

utility. Economists use the concept of utility to mean happiness or satisfaction. Presumably, we 

consume goods and services because they give us utility. As we consume more of a product within 

a given period of time, it is likely that each additional unit consumed will yield successively less 

satisfaction. The utility you gain from a second ice cream cone is likely to be less than the utility — 

you gained from the first, the third is worth even less, and so on. This law of diminishing marginal \ 

utility is an important concept in economics. If each successive unit of a good is worth less to you, 

you are not going to be willing to pay as much for it. Thus, it is reasonable to expect a downward 

slope in the demand curve for that good. 

The idea of diminishing marginal utility also helps to explain Anna’s behavior. The demand 

curve is a way of representing what she is willing to pay per phone call. At a price of $7, she calls 

her boyfriend three times per month. A fourth call, however, is worth less than the third—that 

is, the fourth call is worth less than $7 to her—so she stops at three. If the price were only $3.50, 

however, she would continue calling. Even at $3.50, she would stop at seven calls per month. 

This behavior reveals that the eighth call has less value to Anna than the seventh. 

Thinking about the ways that people are affected by price changes also helps us see what is 

behind the law of demand. Consider this example: Luis lives and works in Mexico City. His 

elderly mother lives in Santiago, Chile. Last year the airlines servicing South America got into a 
price war, and the price of flying between Mexico City and Santiago dropped from 20,000 pesos 
to 10,000 pesos. How might Luis’s behavior change? 

First, he is better off. Last year he flew home to Chile three times at a total cost of 60,000 pesos. 
This year he can fly to Chile the same number of times, buy exactly the same combination of other 
goods and services that he bought last year, and have 30,000 pesos left over. Because he is better 
off—his income can buy more—he may fly home more frequently. Second, the opportunity cost 
of flying home has changed. Before the price war, Luis had to sacrifice 20,000 pesos worth of other 
goods and services each time he flew to Chile. After the price war, he must sacrifice only 
10,000 pesos worth of other goods and services for each trip. The trade-off has changed. Both of 
these effects are likely to lead to a higher quantity demanded in response to the lower price. 

In sum: 

It is reasonable to expect quantity demanded to fall when price rises, ceteris paribus, and to 
\ expect quantity demanded to rise when price falls, ceteris paribus. Demand curves have a 

negative slope. 

? Alfred Marshall, Principles of Economics, 8th ed. (New York: Macmillan, 1948), p. 33. (The first edition was published in 1890.) 
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Other Properties of Demand Curves Two additional things are notable about Anna’s 
demand curve. First, it intersects the Y-, or price, axis. This means that there is a price above 
which no calls will be made. In this case, Anna simply stops calling when the price reaches 
$15 per call. As long as households have limited incomes and wealth, all demand curves will 
intersect the price axis. For any commodity, there is always a price above which a household will | 
not or cannot pay. Even if the good or service is very important, all households are ultimately. 
constrained, or limited, by income and wealth. 

> . . . . . : Second, Anna’s demand curve intersects the X-, or quantity, axis. Even at a zero price, there is 
a limit to the number of phone calls Anna will make. If telephone calls were free, she would call 
30 times a month, but not more. That demand curves intersect the quantity axis is a matter of 
common sense. Demand in a given period of time’is limited, if only by time, even at a zero price. 

To summarize what we know about the shape of demand curves: 

1. They have a negative slope. An increase in price is likely to lead to a decrease in quantity 

demanded, and a decrease in price is likely to lead to an increase in quantity demanded. 

2. They intersect the quantity (X-) axis, a result of time limitations and diminishing marginal 
utility. 

3. They intersect the price (Y-) axis, a result of limited income and wealth. 

That is all we can say; it is not possible to generalize further. The actual shape of an individ- 

ual household demand curve—whether it is steep or flat, whether it is bowed in or bowed out— 
depends on the unique tastes and preferences of the household and other factors. Some 

households may be very sensitive to price changes; other households may respond little to a 

change in price. In some cases, plentiful substitutes are available; in other cases, they are not. 

Thus, to fully understand the shape and position of demand curves, we must turn to the other 

determinants of household demand. 

Other Determinants of Household Demand 

Of the many factors likely to influence a household’s demand for a specific product, we have consid- 

ered only the price of the product. Other determining factors include household income and 

wealth, the prices of other goods and services, tastes and preferences, and expectations. 

Income and Wealth Before we proceed, we need to define two terms that are often con- 

fused, income and wealth. A household’s income is the sum of all the wages, salaries, profits, 

interest payments, rents, and other forms of earnings received by the household in a given period 

of time. Income is thus a flow measure: We must specify a time period for it—income per month 

or per year. You can spend or consume more or less than your income in any given period. If you 

consume less than your income, you save. To consume more than your income in a period, you 

must either borrow or draw on savings accumulated from previous periods. 

Wealth is the total value of what a household owns minus what it owes. Another word for 

wealth is net worth—the amount a household would have left if it sold all of its possessions and 

paid all of its debts. Wealth is a stock measure: It is measured at a given point in time. If, ina given 

period, you spend less than your income, you save; the amount that you save is added to your 

wealth. Saving is the flow that affects the stock of wealth. When you spend more than your 

income, you dissave—you reduce your wealth. 

Households with higher incomes and higher accumulated savings or inherited wealth can 

afford to buy more goods and services. In general, we would expect higher demand at higher lev- 

els of income/wealth and lower demand at lower levels of income/wealth. Goods for which 

demand goes up when income is higher and for which demand goes down when income is lower 

are called normal goods. Movie tickets, restaurant meals, telephone calls, and shirts are all 

normal goods. 

However, generalization in economics can be hazardous. Sometimes demand for a good falls 

when household income rises. Consider, for example, the various qualities of meat available. 

When a household’s income rises, it is likely to buy higher-quality meats—its demand for filet 

mignon is likely to rise—but its demand for lower-quality meats—chuck steak, for example—is 

likely to fall. Transportation is another example. At higher incomes, people can afford to fly. 

People who can afford to fly are less likely to take the bus long distances. Thus, higher income 

income Thesumofalla 

household’s wages, salaries, 

profits, interest payments, 

rents, and other forms of 

earnings in a given period of 

time. It is a flow measure. 

wealth or net worth The 

total value of what a 

household owns minus what it 

owes. It is a stock measure. 

normal goods Goods for 

which demand goes up when 
income is higher and for which 

demand goes down when 

income ts lower. 
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inferior goods Goods for 
which demand tends to fall 

when income rises. 

substitutes Goods that 

can serve as replacements for 

one another; when the price of 

one increases, demand for the 

other increases. 

perfect substitutes 
Identical products. 

complements, 

complementary goods 

Goods that “go together”; a 
decrease in the price of one 

results in an increase in 

demand for the other and 

vice versa. 

may reduce the number of times someone takes a bus. Goods for which demand tends to fall 

when income rises are called inferior goods. 

Prices of Other Goods and Services No consumer decides in isolation on the amount 

of any one commodity to buy. Instead, each decision is part of a larger set of decisions that are 

made simultaneously. Households must apportion their incomes over many different goods and 

services. As a result, the price of any one good can and does affect the demand for other goods. 

This is most obviously the case when goods are substitutes for one another. To return to our 

lonesome first-year student: If the price of a telephone call rises to $10, Anna will call her 

boyfriend only once a month. (See Table 3.1 on p. 49.) Of course, she can get in touch with him 

in other ways. Presumably she substitutes some other, less costly form of communication, such as 

writing more letters or sending more e-mails. 

When an increase in the price of one good causes demand for another good to increase (a posi- 

tive relationship), we say that the goods are substitutes. A fall in the price of a good causes a decline 

in demand for its substitutes. Substitutes are goods that can serve as replacements for one another. 

To be substitutes, two products do not need to be identical. Identical products are called 

perfect substitutes. Japanese cars are not identical to American cars. Nonetheless, all have four 
wheels, are capable of carrying people, and run on gasoline. Thus, significant changes in the price 

of one country’s cars can be expected to influence demand for the other country’s cars. 

Restaurant meals are substitutes for meals eaten at home, and flying from New York to 

Washington, D.C., is a substitute for taking the train. 

Often two products “go together”—that is, they complement each other. Our lonesome let- 

ter writer, for example, will find her demand for stamps and stationery rising as she writes more 

letters and her demand for Internet access rising as she sends more e-mails. Bacon and eggs are 

complementary goods, as are cars and gasoline, and cameras and film. When two goods are 
complements, a decrease in the price of one results in an increase in demand for the other and 

vice versa. In mid-2007, Microsoft coordinated the release of its wildly popular game Halo 3 for 

the Xbox 360 with the introduction of its new, improved wireless headset because Microsoft 

understood that the game was a complement to the headset and would thus increase the demand 
for that product. 

Because any one good may have many potential substitutes and complements at the same 

time, a single price change may affect a household’s demands for many goods simultaneously; the 

demand for some of these products may rise while the demand for others may fall. For example, 

consider the compact disc read-only memory (CD-ROM). Massive amounts of data can be 

stored digitally on CDs that can be read by personal computers with a CD-ROM drive. When 

these drives first came on the market, they were quite expensive, selling for several hundred dol- 

lars each. Now they are much less expensive, and most new computers have them built in. As a 

result, the demand for CD-ROM discs (complementary goods) has soared. As more students 

adopted the CD technology and the price of CDs and CD hardware fell, fewer students bought 
printed reference books such as encyclopedias and dictionaries (substitute goods). 

Tastes and Preferences Income, wealth, and prices of goods available are the three factors 
that determine the combinations of goods and services that a household is able to buy. You know 
that you cannot afford to rent an apartment at $1,200 per month if your monthly income is only 
$400, but within these constraints, you are more or less free to choose what to buy. Your final 
choice depends on your individual tastes and preferences. 

Changes in preferences can and do manifest themselves in market behavior. Thirty years ago 
the major big-city marathons drew only a few hundred runners. Now tens of thousands enter and 
run. The demand for running shoes, running suits, stopwatches, and other running items has 
greatly increased. For many years, people drank soda for refreshment. Today convenience stores 
are filled with a dizzying array of iced teas, fruit juices, natural beverages, and mineral waters. 

Within the constraints of prices and incomes, preference shapes the demand curve, but it is 
difficult to generalize about tastes and preferences. First, they are volatile: Five years ago more 
people smoked cigarettes and fewer people had computers. Second, tastes are idiosyncratic: Some 
people like to talk on the telephone, whereas others prefer to use e-mail; some people prefer dogs, 
whereas others are crazy about cats; some people like chicken wings, whereas others prefer drum- 
sticks. The diversity of individual demands is almost infinite. 
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One of the interesting questions in economics is why, in some markets, diverse consumer 
tastes give rise to a variety of styles, while in other markets, despite a seeming diversity in tastes, 
we find only one or two varieties. All sidewalks in the United States are a similar gray color, yet 
houses are painted a rainbow of colors. Yet it is not obvious on the face of it that people would 
not prefer as much variety in their sidewalks as in their houses. To answer this type of question, 
we need to move beyond the demand curve. We will revisit this question in a later chapter. 

Expectations What you decide to buy today certainly depends on today’s prices and your 
current income and wealth. You also have expectations about what your position will be in the | 
future. You may have expectations about future changes in prices too, and these may affect your | 
decisions today. 

There are many examples of the ways expectations affect demand. When people buy a house 

or a car, they often must borrow part of the purchase price and repay it over a number of years. In 

deciding what kind of house or car to buy, they presumably must think about their income today, 
as well as what their income is likely to be in the future. 

As another example, consider a student in the final year of medical school living on a 

scholarship of $12,000. Compare that student with another person earning $6 an hour at a full- 

time job, with no expectation of a significant change in income in the future. The two have virtu- 

ally identical incomes because there are about 2,000 working hours in a year (40 hours per week 

x 50 work weeks per year). But even if they have the same tastes, the medical student is likely to 

demand different goods and services, simply because of the expectation of a major increase in 

income later on. 
Increasingly, economic theory has come to recognize the importance of expectations. We 

will devote a good deal of time to discussing how expectations affect more than just demand. For 
the time being, however, it is important to understand that demand depends on more than just 

current incomes, prices, and tastes. y ; bl a eae 

Shift of Demand versus Movement Along a Demand Curve 

Recall that a demand curve shows the relationship between quantity demanded and the price of a 

good. Demand curves are derived while holding income, tastes, and other prices constant. If 

income, tastes, or other prices change, we would have to derive an entirely new relationship 

between price and quantity. 

Let us return once again to Anna. (See Table 3.1 and Figure 3.2 on p. 49.) Suppose that when 

we derived the demand schedule in Table 3.1, Anna had a part-time job that paid $300 per 

month. Now suppose that her parents inherit some money and begin sending her an additional 

$300 per month. Assuming that she keeps her job, Anna’s income is now $600 per month. 

With her higher income, Anna would probably call her boyfriend more frequently, regardless 

of the price of a call. Table 3.2 and Figure 3.3 present Anna’s original income schedule (Do) and 

increased income demand schedule (D,). Our models tell us that with a higher income, Anna 

likely makes more calls at each price level. In Table 3.2, we have drawn an example that illustrates 

this pattern. At $0.50 per call, the frequency of her calls (the quantity she demands) increases 

from 25 to 33 calls per month; at $3.50 per call, frequency increases from 7 to 18 calls per month; 

at $10.00 per call, frequency increases from | to 7 calls per month. (Note in Figure 3.3 that even if 

calls are free, Anna’s income matters; at zero price, her demand increases. With a higher income, 

she may visit her boyfriend more, for example, and more visits might mean more phone calls to 

organize and plan.) 

The fact that demand increased when income increased implies that telephone calls are 

normal goods to Anna. 

The conditions that were in place at the time we drew the original demand curve have now 

changed. In other words, a factor that affects Anna's demand for telephone calls (in this case, her duichursawoeneepondine 

income) has changed, and there is now a new relationship between price and quantity demanded. 5s ay sclasionehipibecwecn 

Such a change is referred to as a shift of a demand curve. quantity demanded of a good 

It is very important to distinguish between a change in quantity demanded—that is, some and price of that good. The 

movement along a demand curve—and a shift of demand. Demand schedules and demand | shift is brought about by a 

curves show the relationship between the price of a good or service and the quantity demanded change in the original 

per period, ceteris paribus. If price changes, quantity demanded will change—this is a | conditions. 

shift of a demand curve 
The change that takes place in 
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movement along a 

demand curve The 

change in quantity demanded 

brought about by a change in 

price. 

> FIGURE 3.3 Shift of a 
Demand Curve 

Following a Rise 
in Income 
When the price of a good 

changes, we move along the 

demand curve for that good. 

When any other factor that 

influences demand changes 

(income, tastes, and so on), the 

relationship between price and 

quantity is different; there isa 

shift of the demand curve, in this 

case from Dp to D,. Telephone 

calls are normal goods. 

TABLE 3.2 Shift of Anna’s Demand Schedule Due to Increase in Income 

Schedule Dp Schedule D 

Quantity Demanded Quantity Demanded 

Price (Calls per Month at an Income (Calls per Month at an 

(Per Call) of $300 per Month) Income of $600 per Month) 

$ 0.00 30 35 

0.50 25 33 

3.50 7 18 

7.00 3 12 

10.00 1 7 

15.00 0 2 

20.00 0 0 
EEE ae 

movement along a demand curve. When any of the other factors that influence demand 

change, however, a new relationship between price and quantity demanded is established—this 

is a shift of a demand curve. The result, then, is a new demand curve. Changes in income, prefer- 

ences, or prices of other goods cause a demand curve to shift: 

Change in price of a good or service leads to 
Change in quantity demanded (movement along a demand curve). 

Change in income, preferences, or prices of other goods or services leads to 

Change in demand (shift of a demand curve). 

Figure 3.4 illustrates the differences between movement along a demand curve and shifting 

demand curves. In Figure 3.4(a), an increase in household income causes demand for hamburger 

(an inferior good) to decline, or shift to the left from Dp to D;. (Because quantity is measured on 

the horizontal axis, a decrease means a shift to the left.) In contrast, demand for steak (a normal 

good) increases, or shifts to the right, when income rises. 

In Figure 3.4(b), an increase in the price of hamburger from $1.49 to $3.09 a pound causes a 

household to buy less hamburger each month. In other words, the higher price causes the 

quantity demanded to decline from 10 pounds to 5 pounds per month. This change represents a 

movement along the demand curve for hamburger. In place of hamburger, the household buys 

more chicken. The household’s demand for chicken (a substitute for hamburger) rises—the 

demand curve shifts to the right. At the same time, the demand for ketchup (a'good that comple- 
ments hamburger) declines—its demand curve shifts to the left. 

7 

10.00 

Price per call ($) 

7.00 

Number of telephone calls per month 
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a. Income rises 

Demand for inferior good shifts left 
‘ 

Demand for normal good shifts right 
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a FIGURE 3.4 Shifts versus Movement Along a Demand Curve 

a. When income increases, the demand for inferior goods shifts to the left and the demand for normal goods 

shifts to the right. b. \f the price of hamburger rises, the quantity of hamburger demanded declines—this is a 

movement along the demand curve. The same price rise for hamburger would shift the demand for chicken (a 

substitute for hamburger) to the right and the demand for ketchup (a complement to hamburger) to the left. 

From Household Demand to Market Demand 

Market demand is simply the sum of all the quantities of a good or service demanded per 

period by all the households buying in the market for that good or service. Figure 3.5 shows the 

derivation of a market demand curve from three individual demand curves. (Although this 

market demand Thesum 

of all the quantities of a good 

or service demanded per 

period by all the households 

buying in the market for that 

good or service. 
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market demand curve is derived from the behavior of only three people, most markets have 

thousands, or even millions of demanders.) As the table in Figure 3.5 shows, when the price of a 

pound of coffee is $3.50, both household A and household C would purchase 4 pounds per 

month, while household B would buy none. At that price, presumably, B drinks tea. Market 

demand at $3.50 would thus be a total of 4 + 4, or 8 pounds. At a price of $1.50 per pound, 

however, A would purchase 8 pounds per month; B, 3 pounds; and C, 9 pounds. Thus, at 

$1.50 per pound, market demand would be 8 + 3 + 9, or 20 pounds of coffee per month. 

The total quantity demanded in the marketplace at a given price is simply the sum of all the 

quantities demanded by all the individual households shopping in the market at that price. A 

market demand curve shows the total amount of a product that would be sold at each price if 

households could buy all they wanted at that price. As Figure 3.5 shows, the market demand 

curve is the sum of all the individual demand curves—that is, the sum of all the individual quan- 

tities demanded at each price. Thus, the market demand curve takes its shape and position from 

the shapes, positions, and number of individual demand curves. If more people decide to shop in / 

a market, more demand curves must be added and the market demand curve will shift to the | 

right. Market demand curves may also shift as a result of preference changes, income changes, or 

changes in the number of demanders. 
An interesting fact about the market demand curve in Figure 3.5 is that at different prices, _ 

not only the number of people demanding the product may change but also the type of people 

demanding the product. When Apple halved the price of its iPhone in fall 2007, it announced that 

it wanted to make the iPhone available to a broader group of people. When prices fall, people like 

those in household B in Figure 3.5 move into markets that are otherwise out of their reach. 

As a general rule throughout this book, capital letters refer to the entire market and lower- 

case letters refer to individual households or firms. Thus, in Figure 3.5, Q refers to total quantity 

demanded in the market, while q refers to the quantity demanded by individual households. 

Household A’s demand Household B’s demand Household C’s demand 
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4 FIGURE 3.5 Deriving Market Demand from Individual Demand Curves 
Total demand in the marketplace is simply the sum of the demands of all the households shopping in a 
particular market. It is the sum of all the individual demand curves—that is, the sum of all the individual 
quantities demanded at each price. 
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Supply in Product/Output Markets 
In ‘addition to dealing with household demands for outputs, economic theory deals with the 
behavior of business firms, which supply in output markets and demand in input markets. (See 
Figure 3.1 on p. 47 again.) Firms engage in production, and we assume that they do so for profit. 
Successful firms make profits because they are able to sell their products for more than it costs to 
produce them. 

Thus, supply decisions can be expected to depend on profit potential. Because profit is the 
difference between revenues and costs, supply is likely to react to changes in revenues and changes 

in production costs. The amount of revenue that a firm earns depends on what the price of its 

profit The difference 

between revenues and costs. 

product in the market is and on how much it sells. Costs of production depend on many factors, | 

the most important of which are (1) the kinds of inputs needed to produce the product, (2) the 

amount of each input required, and (3) the prices of inputs. 

The supply decision is just one of several decisions that firms make to maximize profit. There 

are usually a number of ways to produce any given product. A golf course can be built by hun- 

dreds of workers with shovels and grass seed or by a few workers with heavy earth-moving equip- 

ment and sod blankets. Hamburgers can be fried individually by a short-order cook or grilled by 

the hundreds on a mechanized moving grill. Firms must choose the production technique most 

appropriate to their products and projected levels of production. The best method of production 

is the one that minimizes cost, thus maximizing profit. 
Which production technique is best, in turn, depends on the prices of inputs. Where labor is 

cheap and machinery is expensive and difficult to transport, firms are likely to choose production 

techniques that use a great deal of labor. Where machines or resources to produce machines are 

readily available and labor is scarce or expensive, firms are likely to choose more capital-intensive 

methods. Obviously, the technique ultimately chosen determines input requirements. Thus, by 

choosing an output supply target and the most appropriate technology, firms determine which 

inputs to demand. 
With the caution that no decision exists in a vacuum, let us begin our examination of firm 

behavior by focusing on the output supply decision and the relationship between quantity sup- 

plied and output price, ceteris paribus. 

Price and Quantity Supplied: The Law of Supply 

Quantity supplied is the amount of a particular product that firms would be willing and able to 

offer for sale at a particular price during a given time period. A supply schedule shows how 

much of a product firms will sell at alternative prices. 

Let us look at an agricultural market as an example. Table 3.3 itemizes the quantities of soy- 

beans that an individual representative farmer such as Clarence Brown might sell at various 

prices. If the market paid $1.50 or less for a bushel for soybeans, Brown would not supply any soy- 

beans: When Farmer Brown looks at the costs of growing soybeans, including the opportunity 

cost of his time and land, $1.50 per bushel will not compensate him for those costs. At $1.75 per 

bushel, however, at least some soybean production takes place on Brown’s farm, and a price 

increase from $1.75 to $2.25 per bushel causes the quantity supplied by Brown to increase from 

10,000 to 20,000 bushels per year. The higher price may justify shifting land from wheat to soy- 

bean production or putting previously fallow land into soybeans, or it may lead to more intensive 

farming of land already in soybeans, using expensive fertilizer or equipment that was not cost- 

justified at the lower price. 

Generalizing from Farmer Brown’s experience, we can reasonably expect an increase in mar- 

ket price, ceteris paribus, to lead to an increase in quantity supplied for Brown and farmers like 

him. In other words, there is a positive relationship between the quantity of a good supplied and 

price. This statement sums up the law of supply: An increase in market price will lead to an 

increase in quantity supplied, and a decrease in market price will lead to a decrease in quantity 

supplied. 

The information in a supply schedule may be presented graphically in a supply curve. 

Supply curves slope upward. The upward, or positive, slope of Brown’s curve in Figure 3.6 reflects 

this positive relationship between price and quantity supplied. 

quantity supplied The 
amount of a particular product 

that a firm would be willing 
and able to offer for sale ata 
particular price during a given 

time period. 

supply schedule A table 

showing how much of a 

product firms will sell at 

alternative prices. 

law of supply The positive 
relationship between price and 

quantity of a good supplied: 

An increase in market price will 

lead to an increase in quantity 

supplied, and a decrease in 

market price will lead to a 

decrease in quantity supplied. 

supply curve A graph 

illustrating how much of a 

product a firm will sell at 

different prices. 
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TABLE 3.3 Clarence Brown’s Supply 

Schedule for Soybeans 

Price Quantity Supplied 

(Per Bushel) (Bushels Per Year) 

$1.50 0 

ETS 10,000 

22s 20,000 

3.00 30,000 

4.00 45,000 

5.00 45,000 

> FIGURE 3.6 Clarence F 
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Supply Curve 
A producer will supply more 
when the price of output is 

higher. The slope of a supply 

curve is positive. Note that the 
supply curve is red: Supply is 
determined by choices made 

by firms. 
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Note in Brown’s supply schedule, however, that when price rises from $4 to $5, quantity sup- 

plied no longer increases. Often an individual firm’s ability to respond to an increase in price is 
constrained by its existing scale of operations, or capacity, in the short run. For example, Brown’s 

ability to produce more soybeans depends on the size of his farm, the fertility of his soil, and the 

types of equipment he has. The fact that output stays constant at 45,000 bushels per year suggests 

that he is running up against the limits imposed by the size of his farm, the quality of his soil, and 
his existing technology. 

In the longer run, however, Brown may acquire more land or technology may change, allow- 

ing for more soybean production. The terms short run and long run have very precise meanings in 

economics; we will discuss them in detail later. Here it is important only to understand that time 

plays a critical role in supply decisions. When prices change, firms’ immediate response may be 

different from what they are able to do after a month or a year. Short-run and long-run supply 
curves are often different. 

Other Determinants of Supply 

Of the factors we have listed that are likely to affect the quantity of output supplied by a given 
firm, we have thus far discussed only the price of output. Other factors that affect supply include 
the cost of producing the product and the prices of related products. 
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The Cost of Production In order for a firm to make a profit, its revenue must exceed its 
costs. As an individual producer, like Farmer Brown, thinks about how much to supply at a par- 
ticular price, the producer will be looking at his or her costs. Brown’s supply decision is likely to 
change in response to changes in the cost of production. Cost of production depends on a num- 
ber of factors, including the available technologies and the prices and quantities of the inputs 
needed by the firm (labor, land, capital, energy, and so on). 

Technological change can have an enormous impact on the cost of production over time. 
Consider agriculture. The introduction of fertilizers, the development of complex farm machin- 
ery, and the use of bioengineering to increase the yield of individual crops have all powerfully 
affected the cost of producing agricultural products. Farm productivity in the United States has 
been increasing dramatically for decades. Yield per acre of corn production has increased fivefold 

since the late 1930s, and the amount of labor required to produce 100 bushels of corn has fallen 

from 108 hours in the late 1930s to 20 hours in the late 1950s to less than 3 hours today. (See 
Table 2.2 on p. 36.) 

When a technological advance lowers the cost of production, output is likely to increase. 

When yield per acre increases, individual farmers can and do produce more. The output of the 

Ford Motor Company increased substantially after the introduction of assembly-line techniques. 

The production of electronic calculators, and later personal computers, boomed with the devel- 
opment of inexpensive techniques to produce microprocessors. 

Cost of production is also directly affected by the price of the factors of production. In the 

spring of 2008, the world price of oil rose to more than $100 per barrel from below $20 in 2002. 

As a result, cab drivers faced higher gasoline prices, airlines faced higher fuel costs, and manufac- 
turing firms faced higher heating bills. The result: Cab drivers probably spent less time driving 

around looking for customers, airlines cut a few low-profit routes, and some manufacturing 

plants stopped running extra shifts. The moral of this story: Increases in input prices raise costs 

of production and are likely to reduce supply. 

The Prices of Related Products Firms often react to changes in the prices of related 
products. For example, if land can be used for either corn or soybean production, an increase in 

soybean prices may cause individual farmers to shift acreage out of corn production into soy- 

beans. Thus, an increase in soybean prices actually affects the amount of corn supplied. 

Similarly, if beef prices rise, producers may respond by raising more cattle. However, leather 

comes from cowhide. Thus, an increase in beef prices may actually increase the supply of leather. 

To summarize: 

Assuming that its objective is to maximize profits, a firm’s decision about what quan- 

tity of output, or product, to supply depends on: 

1. The price of the good or service. 

2. The cost of producing the product, which in turn depends on: 

m The price of required inputs (labor, capital, and land). 

@ The technologies that can be used to produce the product. 

3. The prices of related products. 

Shift of Supply versus Movement Along a Supply Curve 

A supply curve shows the relationship between the quantity of a good or service supplied by a 

firm and the price that good or service brings in the market. Higher prices are likely to lead to an 

increase in quantity supplied, ceteris paribus. Remember: The supply curve is derived holding 

everything constant except price. When the price of a product changes ceteris paribus, a change in 

the quantity supplied follows—that is, a movement along a supply curve takes place. As you 

have seen, supply decisions are also influenced by factors other than price. New relationships 

between price and quantity supplied come about when factors other than price change, and the 

result is a shift of a supply curve. When factors other than price cause supply curves to shift, we 

say that there has been a change in supply. 

movement along a 

supply curve The change 

in quantity supplied brought 

about by a change in price. 

shift of a supply curve 

The change that takes place in 

a supply curve corresponding 

to a new relationship between 

quantity supplied of a good 

and the price of that good. The 

shift is brought about by a 

change in the original 

conditions. 
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> FIGURE 3.7 Shift of 
the Supply Curve for 
Soybeans Following 
Development of a New 
Seed Strain 
When the price of a product 

changes, we move along the 

supply curve for that product; 
the quantity supplied rises or 
falls. When any other factor 
affecting supply changes, the 

supply curve shifts. 

Recall that the cost of production depends on the price of inputs and the technologies of 

production available. Now suppose that a major breakthrough in the production of soybeans has 

occurred: Genetic engineering has produced a superstrain of disease- and pest-resistant seed. 

Such a technological change would enable individual farmers to supply more soybeans at any 

market price. Table 3.4 and Figure 3.7 describe this change. At $3 a bushel, farmers would have 

produced 30,000 bushels from the old seed (schedule Sp in Table 3.4); with the lower cost of pro- 

duction and higher yield resulting from the new seed, they produce 40,000 bushels (schedule S, 

in Table 3.4). At $1.75 per bushel, they would have produced 10,000 bushels from the old seed; 

but with the lower costs and higher yields, output rises to 23,000 bushels. 

TABLE 3.4 Shift of Supply Schedule for Soybeans Following Development of a New 

Disease-Resistant Seed Strain 

Schedule So Schedule S; 

Price Quantity Supplied Quantity Supplied 
(per Bushel) (Bushels per Year Using Old Seed) (Bushels per Year Using New Seed) 

$1.50 0 5,000 

1675 10,000 ' 23,000 

2.25 20,000 33,000 

3.00 30,000 40,000 

4.00 45,000 54,000 

5.00 45,000 54,000 

Price of soybeans per bushel ($) 

0 10,000 23,000 30,000 40,000 q 

Bushels of soybeans produced per year 

Increases in input prices may also cause supply curves to shift. If Farmer Brown faces higher 
fuel costs, for example, his supply curve will shift to the left—that is, he will produce less at any 
given market price. If Brown’s soybean supply curve shifted far enough to the left, it would inter- 
sect the price axis at a higher point, meaning that it would take a higher market price to induce 
Brown to produce any soybeans at all. 

As with demand, it is very important to distinguish between movements along supply curves 
(changes in quantity supplied) and shifts in supply curves (changes in supply): 

Change in price of a good or service leads to 
Change in quantity supplied (movement along a supply curve). 

Change in costs, input prices, technology, or prices of related goods and services leads to 
Change in supply (shift of a supply curve). 
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From Individual Supply to Market Supply 
Market supply is determined in the same fashion as market demand. It is simply the sum of all . 
that is supplied each period by all producers of a single product. Figure 3.8 derives a market supply 
curve from the supply curves of three individual firms. (In a market with more firms, total market 
supply would be the sum of the amounts produced by each of the firms in that market.) As the. 

market supply Thesum . 
of all that is supplied each 

period by all producers of a 
single product. 

table in Figure 3.8 shows, at a price of $3, farm A supplies 30,000 bushels of soybeans, farm B 
supplies 10,000 bushels, and farm C supplies 25,000 bushels. At this price, the total amount sup- 
plied in the market is 30,000 + 10,000 + 25,000, or 65,000 bushels. At a price of $1.75, however, 
the total amount supplied is only 25,000 bushels (10,000 + 5,000 + 10,000). Thus, the market 
supply curve is the simple addition of the individual supply curves of all the firms in a particular 
market—that is, the sum of all the individual quantities supplied at each price. 

The position and shape of the market supply curve depends on the positions and shapes of 
the individual firms’ supply curves from which it is derived. The market supply curve also 
depends on the number of firms that produce in that market. If firms that produce for a particu- 
lar market are earning high profits, other firms may be tempted to go into that line of business. 
When the technology to produce computers for home use became available, literally hundreds of 

new firms got into the act. The popularity and profitability of professional football has, three 

times, led to the formation of new leagues. When new firms enter an industry, the supply curve 
shifts to the right. When firms go out of business, or “exit” the market, the supply curve shifts to 
the left. 

Firm A’s supply Firm B’s supply 
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FIGURE 3.8 Deriving Market Supply from Individual Firm Supply Curves 

Total supply in the marketplace is the sum of all the amounts supplied by all the firms selling in the market. It 

is the sum of all the individual quantities supplied at each price. 

Price A B Cc the Market (Q) 

75 }--------s 
$3.00 30,000 + 10,000 + 25,000 | = 65,000 

1.75 10,000 + 5,000 + 10,000 = 25,000 
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equilibrium The 

condition that exists when 

quantity supplied and quantity 

demanded are equal. At 

equilibrium, there is no 

tendency for price to change. 

excess demand or 
shortage The condition 

that exists when quantity 

demanded exceeds quantity 

supplied at the current price. 

> FIGURE 3.9 Excess 

Demand, or Shortage 
At a price of $1.75 per bushel, 
quantity demanded exceeds 
quantity supplied. When excess 

demand exists, there is a tendency 

for price to rise. When quantity 

demanded equals quantity sup- 
plied, excess demand is elimi- 
nated and the market is in 
equilibrium. Here the equilibrium 
price is $2.50 and the equilib- 

rium quantity is 35,000 bushels. 

Market Equilibrium 
So far, we have identified a number of factors that influence the amount that households demand 

and the amount that firms supply in product (output) markets. The discussion has emphasized the 

role of market price as a determinant of both quantity demanded and quantity supplied. We are now 

ready to see how supply and demand in the market interact to determine the final market price. 

We have been very careful in our discussions thus far to separate household decisions about 

how much to demand from firm decisions about how much to supply. The operation of the mar- 

ket, however, clearly depends on the interaction between suppliers and demanders. At any 

moment, one of three conditions prevails in every market: (1) The quantity demanded exceeds 

the quantity supplied at the current price, a situation called excess demand; (2) the quantity sup- 

plied exceeds the quantity demanded at the current price, a situation called excess supply; or 

(3) the quantity supplied equals the quantity demanded at the current price, a situation called 

equilibrium. At equilibrium, no tendency for price to change exists. 

Excess Demand 

Excess demand, or a shortage, exists when quantity demanded is greater than quantity sup- 

plied at the current price. Figure 3.9, which plots both a supply curve and a demand curve on the 

same graph, illustrates such a situation. As you can see, market demand at $1.75 per bushel 

(50,000 bushels) exceeds the amount that farmers are currently supplying (25,000 bushels). 

When excess demand occurs in an unregulated market, there is a tendency for price to rise as 

demanders compete against each other for the limited supply. The adjustment mechanisms may 

differ, but the outcome is always the same. For example, consider the mechanism of an auction. 

In an auction, items are sold directly to the highest bidder. When the auctioneer starts the bidding 

at a low price, many people bid for the item. At first, there is a shortage: Quantity demanded 

exceeds quantity supplied. As would-be buyers offer higher and higher prices, bidders drop out 

until the one who offers the most ends up with the item being auctioned. Price rises until quan- 
tity demanded and quantity supplied are equal. 

At a price of $1.75 (see Figure 3.9 again), farmers produce soybeans at a rate of 25,000 

bushels per year, but at that price, the demand is for 50,000 bushels. Most farm products are sold 

to local dealers who in turn sell large quantities in major market centers, where bidding would 

push prices up if quantity demanded exceeded quantity supplied. As price rises above $1.75, two 

things happen: (1) The quantity demanded falls as buyers drop out of the market and perhaps 

choose a substitute, and (2) the quantity supplied increases as farmers find themselves receiving a 

higher price for their product and shift additional acres into soybean production.’ 
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> Once farmers have produced in any given season, they cannot change their minds and produce more, of course. When we derived 
Clarence Brown’s supply schedule in Table 3.3, we imagined him reacting to prices that existed at the time he decided how much land 
to plant in soybeans. In Figure 3.9, the upward slope shows that higher prices justify shifting land from other crops. Final price may 
not be determined until final production figures are in. For our purposes here, however, we have ignored this timing problem. The 
best way to think about it is that demand and supply are flows, or rates, of production—that is, we are talking about the number of 
bushels produced per production period. Adjustments in the rate of production may take place over a number of production periods. 
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This process continues until the shortage is eliminated. In Figure 3.9, this occurs at $2.50, 
where quantity demanded has fallen from 50,000 to 35,000 bushels per year and quantity sup- 
plied has increased from 25,000 to 35,000 bushels per year. When quantity demanded and quan- 
tity supplied are equal and there is no further bidding, the process has achieved an equilibrium, a 
situation in which there is no natural tendency for further adjustment. Graphically, the point of 
equilibrium is the point at which the supply curve and the demand curve intersect. 

Increasingly, items are auctioned over the Internet. Companies such as eBay connect buyers 
and sellers of everything from automobiles to wine and from computers to airline tickets. 
Auctions are occurring simultaneously with participants located across the globe. The principles 
through which prices are determined in these auctions are the same: When excess demand exists, 
prices rise. 

While the principles are the same, the process through which excess demand leads to higher 
prices is different in different markets. Consider the market for houses in the hypothetical town 
of Boomville with a population of 25,000 people, most of whom live in single-family homes. 
Normally, about 75 homes are sold in the Boomville market each year. However, last year a major 
business opened a plant in town, creating 1,500 new jobs that pay good wages. This attracted new 
residents to the area, and real estate agents now have more buyers than there are properties for 
sale. Quantity demanded now exceeds quantity supplied. In other words, there is a shortage. 

Auctions are not unheard of in the housing market, but they are rare. This market usually 

works more subtly, but the outcome is the same. Properties are sold very quickly, and housing 

prices begin to rise. Boomville sellers soon learn that there are more buyers than usual, and they 

begin to hold out for higher offers. As prices for Boomville houses rise, quantity demanded even- 

tually drops off and quantity supplied increases. Quantity supplied increases in at least two ways: 

(1) Encouraged by the high prices, builders begin constructing new houses, and (2) some people, 

attracted by the higher prices their homes will fetch, put their houses on the market. Discouraged 

by higher prices, however, some potential buyers (demanders) may begin to look for housing in 

neighboring towns and settle on commuting. Eventually, equilibrium will be reestablished, with 

the quantity of houses demanded just equal to the quantity of houses supplied. 

Although the mechanics of price adjustment in the housing market differ from the mechan- 

ics of an auction, the outcome is the same: 

When quantity demanded exceeds quantity supplied, price tends to rise. When the price in | 
a market rises, quarttity demanded falls and quantity supplied rises until an equilibrium is ‘ 

reached at which quantity demanded and quantity supplied are equal. 

This process is called price rationing. When a shortage exists, some people will be satisfied 

and some will not. When the market operates without interference, price increases will distribute 

what is available to those who are willing and able to pay the most. As long as there is a way for 

buyers and sellers to interact, those who are willing to pay more will make that fact known some- 

how. (We discuss the nature of the price system as a rationing device in detail in Chapter 4.) 

Excess Supply 

Excess supply, or a surplus, exists when the quantity supplied exceeds the quantity demanded excess supply or surplus 

at the current price. As with a shortage, the mechanics of price adjustment in the face of asurplus The condition that exists when 

can differ from market to market. For example, if automobile dealers find themselves with unsold — quantity supplied exceeds 

cars in the fall when the new models are coming in, you can expect to see price cuts. Sometimes) Quanuty demanded at the 

dealers offer discounts to encourage buyers; sometimes buyers themselves simply offer less than 

the price initially asked. In any event, products do no one any good sitting in dealers’ lots or on 

warehouse shelves. The auction metaphor introduced earlier can also be applied here: If the ini- 

tial asking price is too high, no one bids and the auctioneer tries a lower price. It is almost always 

true, and 2007 was no exception, that certain items do not sell as well as anticipated during the 

Christmas holidays. After Christmas, most stores have big sales during which they lower the 

prices of overstocked items. Quantities supplied exceeded quantities demanded at the current 

prices, so stores cut prices. 

Across the state from Boomville is Bustville, where last year a drug manufacturer shut down 

its operations and 1,500 people found themselves out of work. With no other prospects for work, 

current price. 
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> FIGURE 3.10 Excess 
Supply, or Surplus 
At a price of $3.00, quantity 

supplied exceeds quantity 

demanded by 20,000 bushels. 

This excess supply will cause the 

price to fall. 

many residents decided to pack up and move. They put their houses up for sale, but there were 

few buyers. The result was an excess supply, or surplus, of houses: The quantity of houses sup- 

plied exceeded the quantity demanded at the current prices. 

As houses sit unsold on the market for months, sellers start to cut their asking prices. 

Potential buyers begin offering considerably less than sellers are asking. As prices fall, two things 

are likely to happen. First, the low housing prices may attract new buyers. People who might have 

bought in a neighboring town see that housing bargains are to be had in Bustville, and quantity 

demanded rises in response to price decline. Second, some of those people who put their houses 

on the market may be discouraged by the lower prices and decide to stay in Bustville. Developers 

are certainly not likely to be building new housing in town. Thus, lower prices lead to a decline in 

quantity supplied as potential sellers pull their houses from the market. This was the situation in 

New England and California in the early 1990s. 
Figure 3.10 illustrates another excess supply/surplus situation. At a price of $3 per bushel, sup- 

pose farmers are supplying soybeans at a rate of 40,000 bushels per year, but buyers are demanding 

only 20,000. With 20,000 (40,000 minus 20,000) bushels of soybeans going unsold, the market 

price falls. As price falls from $3.00 to $2.50, quantity supplied decreases from 40,000 bushels per 

year to 35,000. The lower price causes quantity demanded to rise from 20,000 to 35,000. At $2.50, 

quantity demanded and quantity supplied are equal. For the data shown here, $2.50 and 

35,000 bushels are the equilibrium price and quantity, respectively. 

Although oil prices rose to record levels in 2008, back in 2001, crude oil production world- 

wide exceeded the quantity demanded and prices fell significantly as competing producer 

countries tried to maintain their share of world markets. Although the mechanism by which 

price is adjusted is different for automobiles, housing, soybeans, and crude oil, the outcome is 

the same: 

When quantity supplied exceeds quantity demanded at the current price, the price tends to 

fall. When price falls, quantity supplied is likely to decrease and quantity demanded is likely 

to increase until an equilibrium price is reached where quantity supplied and quantity 
\ax demanded are equal. 
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Changes in Equilibrium 
When supply and demand curves shift, the equilibrium price and quantity change. The following 
example will help to illustrate this point. 

South America is a major producer of coffee beans. A cold snap there can reduce the coffee 
harvest enough to affect the world price of coffee beans. In the mid-1990s, a major freeze hit 
Brazil and Colombia and drove up the price of coffee on world markets to a record $2.40 per 
pound. Severe hurricanes in the Caribbean caused a similar shift of supply in 2005. 



CHAPTER 3 Demand, Supply, and Market Equilibrium 65 

iin Figure 3.11 illustrates how the freeze pushed up coffee prices. Initially, the market was in equi- 
librium at a price of $1.20. At that price, the quantity demanded was equal to quantity supplied 
(13.2 billion pounds). At a price of $1.20 anda quantity of 13.2 billion pounds, the demand curve 
(labeled D) intersected the initial supply curve (labeled Sy). (Remember that equilibrium exists | 
when quantity demanded equals quantity supplied—the point at which the supply and demand | 
curves intersect.) 

The freeze caused a decrease in the supply of coffee beans. That is, the freeze caused the sup- 
ply curve to shift to the left. In Figure 3.11, the new supply curve (the supply curve that shows the 
relationship between price and quantity supplied after the freeze) is labeled Sy. 

At the initial equilibrium price, $1.20, there is now a shortage of coffee. If the price were to 
remain at $1.20, quantity demanded would not change; it would remain at 13.2 billion pounds. 
However, at that price, quantity supplied would drop to 6.6 billion pounds. At a price of $1.20, 
quantity demanded is greater than quantity supplied. 

When excess demand exists in a market, price can be expected to rise, and rise it did. As the 
figure shows, price rose to a new equilibrium at $2.40. At $2.40, quantity demanded is again equal 
to quantity supplied, this time at 9.9 billion pounds—the point at which the new supply curve 
( S, ) intersects the demand curve. 

Notice that as the price of coffee rose from $1.20 to $2.40, two things happened. First, the 
quantity demanded declined (a movement along the demand curve) as people shifted to substi- 
tutes such as tea and hot cocoa. Second, the quantity supplied began to rise, but within the limits 
imposed by the damage from the freeze. (It might also be that some countries or areas with high 

costs of production, previously unprofitable, came into production and shipped to the world 
market at the higher price.) That is, the quantity supplied increased in response to the higher 

price along the new supply curve, which lies to the left of the old supply curve. The final result was 

a higher price ($2.40), a smaller quantity finally exchanged in the market (9.9 billion pounds), 

and coffee bought only by those willing to pay $2.40 per pound. 

Since many market prices are driven by the interaction of millions of buyers and sellers, it is 

often difficult to predict how they will change. A series of events in the mid-1990s led to the left- 
ward shift in supply, thus driving up the price of coffee, but the opposite occurred more recently. 

Today coffee beans are exported by over 50 countries, with Brazil being the largest producer with 

about 30 percent of the market. Large increases in production have kept prices low. In July 2007, 

the average price per pound was $1.06. 

Figure 3.12 summarizes the possible supply and demand shifts that have been discussed and 

the resulting changes in equilibrium price and quantity. Study the graphs carefully to ensure that 

you understand them. 

4 FIGURE 3.11 The 
Coffee Market: A Shift 
of Supply and 

DO ee = ee ee Subsequent Price 
Adjustment 
Before the freeze, the coffee mar- 

ket was in equilibrium at a price 

of $1.20 per pound. At that 
price, quantity demanded 
equaled quantity supplied. The 
freeze shifted the supply curve to 

the left (from So to S)), increasing 

the equilibrium price to $2.40. Excess 
demand (shortage) 

at initial price 
Price of coffee per pound ($) 

0 6.6 98. SZ Q 

Billions of pounds of coffee per year 
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4 FIGURE 3.12 Examples of Supply and Demand Shifts for Product X 

Demand and Supply in Product Markets: 
A Review 
As you continue your study of economics, you will discover that it is a discipline full of con- 
troversy and debate. There is, however, little disagreement about the basic way that the forces 
of supply and demand operate in free markets. If you hear that a freeze in Florida has 
destroyed a good portion of the citrus crop, you can bet that the price of oranges will rise. 
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ECONOMICS IN PRACTICE 
Bad News for Orange Juice Fanatics 
This article once again shows the way in which the laws of supply and demand end up affecting 
our lives. In this article, the bad weather in California caused the supply of oranges—an essen- 
tial input into orange juice (OJ)—to drop dramatically. This shift in the supply curve to the left 
raised the price of those oranges for companies such as Tropicana as we see in the graph below. 
The most likely result is the one described here: an increase in the price of orange juice. 

For those of you interested in this topic, you might enjoy Eddie Murphy in the movie 
Trading Places. In the movie, a freeze in Florida and the resulting change in the price of orange 
juice futures contracts play an important role. 

We should also note that while the story told in the article is most likely the case in prac- 
tice, in theory a freeze has the potential to actually lower frozen orange juice prices. Frozen 
oranges are useless as fresh fruit, but some fraction can typically be salvaged for frozen juice. 
Thus while the overall supply of oranges falls with a freeze, we may also see a shift in the 
remaining oranges from fresh to frozen. In theory this could shift the supply to frozen OJ 
firms to the right, lowering price. In Florida, most oranges are currently used for frozen 
orange juice, and so the story told in the article is most likely the case in practice. 

Orange Juice Prices Could Skyrocket After Freeze Destroys Most of 
California Output 

City News 

It’s not a place where they often 
talk about the cold. 

But farmers in California 
aren’t thinking about much else 
this week, and you may soon be 
sharing their distress. 

The freak cold snap that has 

left oranges from the Golden 

State frozen amid icicles on the 
trees could send the cost of your 
morning glass of OJ skyrocketing. Demand 

New figures show that three L 

days of below freezing tempera- 

tures have destroyed as much as 

three quarters of the state’s $1 billion citrus crop, a devastating blow unseen since a 

similar spell in December 1998 left growers with a $700 million loss. 
It’s believed 50-75 percent of all crops were lost to the weather, and while the farm- 

ers tried to save what they could before the big blast hit, a labour shortage kept them 

from getting too much of it. 
“When you’re already cutting the ice within the oranges, you know those are gone,” 

laments Philip LoBue, who represents a growers’ trade organization. 

it’s believed the loss could total some $960 million. 

It’s some bad weather in a place 3,000 miles away, so what does it mean to your A 

lot if you buy fresh fruit or juice. 

Last November, the makers of Tropicana warned they might have to raise prices on 

their popular orange juice by 12.5 percent in 2007, because of a devastating disease 

that ravaged much of Florida’s citrus crop. 

With the California output now also in doubt, it’s possible the cost of your next 

morning glass of fruit juice could soar at local supermarkets in the coming weeks. 

S after the freeze 

S original 

te original 

Price of orange juice 

ae) 

Orange juice 

Source: CityNews.ca staff, January 16, 2007. Reprinted by permission. 
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If you read that the weather in the Midwest has been good and a record corn crop is expected, 

you can bet that corn prices will fall. When fishermen in Massachusetts go on strike and stop 

bringing in the daily catch, you can bet that the price of fish will go up. 

Here are some important points to remember about the mechanics of supply and demand in 

product markets: 

1. A demand curve shows how much of a product a household would buy if it could buy all it 

wanted at the given price. A supply curve shows how much of a product a firm would sup- 

ply if it could sell all it wanted at the given price. 

Quantity demanded and quantity supplied are always per time period—that is, per day, per 

month, or per year. 

- The demand for a good is determined by price, household income and wealth, prices of 

_ other goods and services, tastes and preferences, and expectations. 

‘The supply of a good is determined by price, costs of production, and prices of related prod- 

ucts. Costs of production are determined by available technologies of production and input 

prices. 

Be careful to distinguish between movements along supply and demand curves and shifts of 

these curves. When the price of a good changes, the quantity of that good demanded or sup- 

plied changes—that is, a movement occurs along the curve. When any other factor changes, 

the curve shifts, or changes position. 
Market equilibrium exists only when quantity supplied equals quantity demanded at the 

current price. 

Looking Ahead: Markets and the Allocation 

of Resources 
You can already begin to see how markets answer the basic economic questions of what is pro- 

duced, how it is produced, and who gets what is produced. A firm will produce what is profitable 

to produce. If the firm can sell a product at a price that is sufficient to ensure a profit after pro- 

duction costs are paid, it will in all likelihood produce that product. Resources will flow in the 

direction of profit opportunities. 

Demand curves reflect what people are willing and able to pay for products; demand curves 

are influenced by incomes, wealth, preferences, prices of other goods, and expectations. 

Because product prices are determined by the interaction of supply and demand, prices 

reflect what people are willing to pay. If people’s preferences or incomes change, resources 

will be allocated differently. Consider, for example, an increase in demand—a shift in the 

market demand curve. Beginning at an equilibrium, households simply begin buying more. 

At the equilibrium price, quantity demanded becomes greater than quantity supplied. When 

there is excess demand, prices will rise, and higher prices mean higher profits for firms in the 
industry. Higher profits, in turn, provide existing firms with an incentive to expand and new 
firms with an incentive to enter the industry. Thus, the decisions of independent private 
firms responding to prices and profit opportunities determine what will be produced. No 
central direction is necessary. 

Adam Smith saw this self-regulating feature of markets more than 200 years ago: 

Every individual . . . by pursuing his own interest . .. promotes that of society. He is led . . . 
by an invisible hand to promote an end which was no part of his intention.‘ 

The term Smith coined, the invisible hand, has passed into common parlance and is still used 
by economists to refer to the self-regulation of markets. 

Firms in business to make a profit have a good reason to choose the best available technol- 
ogy—lower costs mean higher profits. Thus, individual firms determine how to produce 
their products, again with no central direction. 

4 Adam Smith, The Wealth of Nations, Modern Library Edition (New York: Random House, 1937), p. 456 (1st ed., 1776). 
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ECONOMICS IN PRACTICE 

| Why Do the Prices of Newspapers Rise? 
| In 2006, the average price for a daily edition of a Baltimore newspaper was $0.50. In 2007, the 
_ average price had risen to $0.75. Three different analysts have three different explanations for 
_ the higher equilibrium price. 

Analyst 1: The higher price for Baltimore newspapers is good news because it means the 
_ population is better informed about public issues. These data clearly show that the citizens of 
_ Baltimore have a new, increased regard for newspapers. 

Analyst 2: The higher price for Baltimore newspapers is bad news for the citizens of 
_ Baltimore. The higher cost of paper, ink, and distribution reflected in these higher prices will 
further diminish the population’s awareness of public issues. 

Analyst 3: The higher price for Baltimore newspapers is an unfortunate result of newspa- 
pers trying to make money as many consumers have turned to the Internet to access news 
coverage for free. 

As economists, we are faced with two tasks in looking at these explanations: Do they make 
sense based on what we know about economic principles? And if they do make sense, can we 
figure out which explanation applies to the case of rising newspaper prices in Baltmore? 

What is Analyst 1 saying? Her observation about consumers’ new increased regard for 
newspapers tells us something about the demand curve. Analyst 1 seems to be arguing that 
tastes have changed in favor of newspapers, which would mean a shift in the demand curve to 
the right. With upward-sloping supply, such a shift would produce a price increase. So Analyst 
l’s story is plausible. 

Analyst 2 refers to an increased cost of newsprint. This would cause production costs of 

newspapers to rise, shifting the supply curve to the left. A downward-sloping demand curve 

also results in increased prices. So Analyst 2 also has a plausible story. 

Since Analyst 1 and Analyst 2 have plausible stories based on economic principles, we can look 

at evidence to see who is in fact right. If you go back to the graphs in Figure 3.12 on p. 66, you will 

find a clue. When demand shifts to the right (as in Analyst 1’s story) the price rises, but so does the 

quantity as shown in Figure (a) below. When supply shifts to the left (as in Analyst 2’s story) the 

price rises, but the quantity falls as shown in Figure (b) below. So we would look at what hap- 

pened to newspaper circulation during this period to see whether the price increase is from the 

demand side or the supply side. In fact, in most markets, including Baltimore, quantities of news- 
papers bought have been falling, so Analyst 2 is most likely correct. 

But be careful. Both analysts may be correct. If demand shifts to the right and supply shifts 

to the left by a greater amount, the price will rise and the quantity sold will fall. 

What about Analyst 3? Analyst 3 clearly never had an economics course! Free Internet 

access to news is a substitute for print media. A decrease in the price of this substitute should 

shift the demand for newspapers to the left. The result should be a lower price, not a price 

increase. The fact that the newspaper publishers are “trying to make money” faced with this 

new competition does not change the laws of supply and demand. 

a. Demand shifts to the right b. Supply shifts to the left 

Price of a newspaper Price of a newspaper 

| 
| 
| 
| 
| 
| 
| 
| 
| 
| 

es 

Qj % 
+ 

Quantity of newspapers Quantity of newspapers 
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m So far, we have barely touched on the question of distribution—who gets what is produced? 

You can see part of the answer in the simple supply and demand diagrams. When a good is in 

short supply, price rises. As it does, those who are willing and able to continue buying do so; 

others stop buying. 

The next chapter begins with a more detailed discussion of these topics. How, exactly, is the 

final allocation of resources (the mix of output and the distribution of output) determined in a 

market system? 

SUL Vig Ari, 

1. In societies with many people, production must satisfy wide- 
ranging tastes and preferences, and producers must therefore 

specialize. 

FIRMS AND HOUSEHOLDS: THE BASIC DECISION- 
MAKING UNITS ». 45 

2. A firm exists when a person or a group of people decides to 
produce a product or products by transforming resources, or 
inputs, into outputs—the products that are sold in the mar- 
ket. Firms are the primary producing units in a market 
economy. We assume that firms make decisions to try to 

maximize profits. 

3. Households are the primary consuming units in an economy. 
All households’ incomes are subject to constraints. 

INPUT MARKETS AND OUTPUT MARKETS: THE 
CIRCULAR FLOW p. 46 

4. Households and firms interact in two basic kinds of markets: 
product or output markets and input or factor markets. Goods 
and services intended for use by households are exchanged 
in output markets. In output markets, competing firms sup- 

ply and competing households demand. In input markets, 
competing firms demand and competing households supply. 

5. Ultimately, firms choose the quantities and character of out- 
puts produced, the types and quantities of inputs demanded, 
and the technologies used in production. Households choose 
the types and quantities of products demanded and the 
types and quantities of inputs supplied. 

DEMAND IN PRODUCT/OUTPUT MARKETS p». 4s 

6. The quantity demanded of an individual product by an indi- 
vidual household depends on (1) price, (2) income, (3) 

wealth, (4) prices of other products, (5) tastes and prefer- 

ences, and (6) expectations about the future. 

7. Quantity demanded is the amount of a product that an indi- 
vidual household would buy in a given period if it could buy 
all that it wanted at the current price. 

8. A demand schedule shows the quantities of a product that a 
household would buy at different prices. The same informa- 

tion can be presented graphically in a demand curve. 

9. The law of demand states that there is a negative relationship 
between price and quantity demanded: As price rises, quan- 
tity demanded decreases and vice versa. Demand curves 
slope downward. 

10. All demand curves eventually intersect the price axis because 

there is always a price above which a household cannot or 
will not pay. Also, all demand curves eventually intersect the 

quantity axis because demand for most goods is limited, if 

only by time, even at a zero price. 

11. When an increase in income causes demand for a good to 
rise, that good is a normal good. When an increase in 

income causes demand for a good to fall, that good is an 

inferior good. 

12. If arise in the price of good X causes demand for good Y to 
increase, the goods are substitutes. If a rise in the price of X 
causes demand for Y to fall, the goods are complements. 

13. Market demand is simply the sum of all the quantities of a 
good or service demanded per period by all the households 
buying in the market for that good or service. It is the sum of 
all the individual quantities demanded at each price. 

SUPPLY IN PRODUCT/OUTPUT MARKETS ».57 

14. Quantity supplied by a firm depends on 41) the price of the 
good or service; (2) the cost of producing the product, which 
includes the prices of required inputs andthe technologies 
that can be used to produce the product; and (3) the prices 
of related products. 

15. Market supply is the sum of all that is supplied in each 

period by all producers of a single product. It is the sum of 
all the individual quantities supplied at each price. 

16. It is very important to distinguish between movements along 
demand and supply curves and shifts of demand and supply 
curves. The demand curve shows the relationship between 
price and quantity demanded. The supply curve shows the 

relationship between price and quantity supplied. A change 
in price is a movement along the curve. Changes in tastes, 

income, wealth, expectations, or prices of other goods and 

services cause demand curves to shift; changes in costs, input 
prices, technology, or prices of related goods and services 
cause supply curves to shift. 

MARKET EQUILIBRIUM pp. 62 

17. When quantity demanded exceeds quantity supplied at the 
current price, excess demand (or a shortage) exists and the 
price tends to rise. When prices in a market rise, quantity 
demanded falls and quantity supplied rises until an equilib- 
rium is reached at which quantity supplied and quantity 
demanded are equal. At equilibrium, there is no further ten- 
dency for price to change. 



18. When quantity supplied exceeds quantity demanded at the 
_ Current price, excess supply (or a surplus) exists and the price 
tends to fall. When price falls, quantity supplied decreases 

capital market, p. 47 

complements, complementary goods, p. 52 

demand curve, p. 49 

demand schedule, p. 49 

entrepreneur, p. 46 

equilibrium, p. 62 

excess demand or shortage, p. 62 

excess supply or surplus, p. 63 

factors of production, p. 47 

firm, p. 46 

households, p. 46 

income, p. 51 
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inferior goods, p. 52 

input or factor markets, p. 46 

labor market, p. 47 

land market, p. 47 

law of demand, p. 49 

law of supply, p. 57 

market demand, p, 55 

market supply, p. 61 

movement along a demand curve, p. 54 

movement along a supply curve, p. 59 

normal goods, p. 51 

PROBLEMS 

and quantity demanded increases until an equilibrium price 
is reached where quantity supplied and quantity demanded 
are equal. 

— REVIEW TERMS AND CONCEPTS 

perfect substitutes, p. 52 

product or output markets, p. 46 

profit, p. 57 

quantity demanded, p. 48 

quantity supplied, p. 57 

shift of a demand curve, p. 53 

shift of a supply curve, p. 59 

substitutes, p. 52 

supply curve, p. 57 

supply schedule, p. 57 

wealth or net worth, p. 51 

Visit www.myeconlab.com to complete the problems marked in orange online. You will receive 

instant feedback on your answers, tutorial help, and access to additional practice problems. 

@ Illustrate the following with supply and demand curves: 

a. With increased access to wireless technology and lighter 

weight, the demand for laptop computers has increased sub- 

stantially. Laptops have also become easier and cheaper to 

produce as new technology has come online. Despite the 

shift of demand, prices have fallen. 

. Cranberry production in Massachusetts totaled 1.97 million 

barrels in 2006, a 39 percent increase from the previous 

year’s production. This year’s crop yield averaged 140.9 bar- 

rels per acre, an increase of over 40 barrels per acre from the 

2005 crop. But demand increased by even more than supply, 

actually pushing 2006 prices above 2005 prices. 

. During the high-tech boom in the late 1990s, San Jose office 

space was in very high demand and rents were very high. 

With the national recession that began in March 2001, how- 

ever, the market for office space in San Jose (Silicon Valley) 

was hit very hard, with rents per square foot falling. In 2005, 

the employment numbers from San Jose were rising slowly 

and rents began to rise again. Assume for simplicity that no 

new office space was built during the period. 

. Before economic reforms were implemented in the coun- 

tries of Eastern Europe, regulation held the price of bread 

substantially below equilibrium. When reforms were 

implemented, prices were deregulated and the price of 

bread rose dramatically. As a result, the quantity of bread 

demanded fell and the quantity of bread supplied rose 

sharply. 

The steel industry has been lobbying for high taxes on 

imported steel. Russia, Brazil, and Japan have been produc- 

ing and selling steel on world markets at $610 per metric 

ton, well below what equilibrium would be in the United 

States with no imports. If no imported steel was permitted 

into the country, the equilibrium price would be $970 per 

metric ton. Show supply and demand curves for the United 

States, assuming no imports; then show what the graph 

would look like if U.S. buyers could purchase all the steel 

that they wanted from world markets at $610 per metric ton; 

show the quantity of imported steel. 

On Sunday, August 19, the Detroit Tigers and the New York 

Yankees played baseball at Yankee Stadium. Both teams were in 

pursuit of league championships. Tickets to the game were sold 

out, and many more fans would have attended if additional 

tickets had been available. On that same day, the Cleveland 

Indians and the Tampa Bay Devil Rays played each other and 

sold tickets to only 22,500 people in Tampa. 

The Devil Rays stadium, Tropicana Field, holds 43,772. 

Yankee Stadium holds 57,478. Assume for simplicity that tickets 

to all regular-season games are priced at $40. 

a. Draw supply and demand curves for the tickets to each of 

the two games. (Hint: Supply is fixed. It does not change 

with price.) Draw one graph for each game. 

b. Is there a pricing policy that would have filled the ballpark 

for the Tampa game? If the Devil Rays adopted such a strat- 

egy, would it bring in more or less revenue? 

c. The price system was not allowed to work to ration the New 

York tickets when they were initially sold to the public. How 

do you know? How do you suppose the tickets were rationed? 

During the last 10 years, Orlando, Florida grew rapidly, with 

new jobs luring young people into the area. Despite increases in 

population and income growth that expanded demand for 

housing, the price of existing houses barely increased. Why? 

Illustrate your answer with supply and demand curves. 
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4. Do you agree or disagree with each of the following statements? 

Briefly explain your answers and illustrate each with supply and 

demand curves. 
a. The price of a good rises, causing the demand for another 

good to fall. Therefore, the two goods are substitutes. 

b. A shift in supply causes the price of a good to fall. The shift 

must have been an increase in supply. 

c. During 2007, incomes rose sharply for most Americans. This 

change would likely lead to an increase in the prices of both 

normal and inferior goods. 
d. Two normal goods cannot be substitutes for each other. 

e. If demand increases and supply increases at the same time, 

price will clearly rise. 
f. The price of good A falls. This causes an increase in the price 

of good B. Therefore, goods A and B are complements. 

© The US. government administers two programs that affect the 

market for cigarettes. Media campaigns and labeling requirements 

are aimed at making the public aware of the health dangers of ciga- 

rettes. At the same time, the Department of Agriculture maintains 

price supports for tobacco. Under this program, the supported 

price is above the market equilibrium price and the government 

limits the amount of land that can be devoted to tobacco produc- 

tion. Are these two programs at odds with the goal of reducing cig- 

arette consumption? As part of your answer, illustrate graphically 

the effects of both policies on the market for cigarettes. 

Housing prices in Boston and Los Angeles have been on a roller- 

coaster ride. Illustrate each of the following situations with sup- 

ply and demand curves: 

a. In both cities, an increase in income combined with expecta- 

tions of a strong market shifted demand and caused prices to 

rise rapidly during the mid- to late 1980s. 

b. By 1990, the construction industry boomed as more devel- 

opers started new residential projects. Those new projects 

expanded the supply of housing just as demand was shifting 

as a result of falling incomes and expectations during the 

1990-1991 recession. 

The following sets of statements contain common errors. 

Identify and explain each error: 

a. Demand increases, causing prices to rise. Higher prices 

cause demand to fall. Therefore, prices fall back to their 

original levels. 

b. The supply of meat in Russia increases, causing meat prices 

to fall. Lower prices always mean that Russian households 

spend more on meat. 

©) For each of the following statements, draw a diagram that illus- 

trates the likely effect on the market for eggs. Indicate in each 

case the impact on equilibrium price and equilibrium quantity. 

a. A surgeon general warns that high-cholesterol foods cause 
heart attacks. 

b. The price of bacon, a complementary product, decreases. 

c. An increase in the price of chicken feed occurs. 

d. Caesar salads become trendy at dinner parties. (The dressing 

is made with raw eggs.) 

e. A technological innovation reduces egg breakage during 
packing. 

Suppose the demand and supply curves for eggs in the United 

States are given by the following equations: 

O, = 100=0P 
Q, = 10+ 40P 

where Q, = millions of dozens of eggs Americans would like to 

buy each year; Q, = millions of dozens of eggs U.S. farms 

would like to sell each year; P = price per dozen of eggs. 

a. Fill in the following table: 

PRICE QUANTITY QUANTITY 
(PER DOZEN) | DEMANDED ( Q,) SUPPLIED ( Q, ) 

$ .50 Le Sees ES ee 

$1.00 ae ss 

$1.50 eee ee 

$2.00 a, ea — 

$2.50 anaes a 

b. Use the information in the table to find the equilibrium 

price and quantity. 
c. Graph the demand and supply curves and identify the equi- 

librium price and quantity. 

Housing policy analysts debate the best way to increase the 

number of housing units available to low-income households. 

One strategy—the demand-side strategy—is to provide people 

with housing vouchers, paid for by the government, that can be 

used to rent housing supplied by the private market. Another— 

a supply-side strategy—is to have the government subsidize 

housing suppliers or to build public housing. 

a. Illustrate supply- and demand-side strategies using supply 

and demand curves. Which results in higher rents? 

b. Critics of housing vouchers (the demand-side strategy) argue 

that because the supply of housing to low-income households 

is limited and does not respond to higher rents, demand vouch- 

ers will serve only to drive up rents and make landlords better 

off. Illustrate their point with supply and demand curves. 

Suppose the market demand for pizza is given by 

Qg = 300 — 20P and the market supply for pizza is given by 

Q,; = 20P — 100, where P = price (per pizza). 

a. Graph the supply and demand schedules for pizza using 

$5 through $15 as the value of P. ’ 

b. In equilibrium, how many pizzas would Be sold and at 

what price? s 

c. What would happen if suppliers set the price of pizza at $15? 

Explain the market adjustment process. 

d. Suppose the price of hamburgers, a substitute for pizza, 

doubles. This leads to a doubling of the demand for pizza. (At 

each price, consumers demand twice as much pizza as before.) 

Write the equation for the new market demand for pizza. 

e. Find the new equilibrium price and quantity of pizza. 

[Related to the Economics in Practice on p. 67] In the winter, 
which is the peak season for coats, the price of coats is typically 
higher than it is in the summer. In the case of strawberries, 
however, the reverse is true: The price of strawberries is lower in 
the peak season than it is in the winter season. How do we 
explain this seeming contradiction? 

[Related to the Economics in Practice on p. 69] Analyst 1 sug- 
gested that the demand curve for newspapers in Baltimore 
might have shifted to the right because people were becoming 
more literate. Think of two other plausible stories that would 
result in this demand curve shifting to the right. 

“Note: Problems marked with an asterisk are more challenging. 



Demand and Supply 
Applications 

Every society has a system of insti- 

tutions that determines what is 

produced, how it is produced, and 

who gets what is produced. In 

some societies, these decisions are 

made centrally, through planning 

agencies or by government direc- 

tive. However, in every society, 

many decisions are made in a 

decentralized way, through the 

operation of markets. 

Markets exist in all societies, 

and Chapter 3 provided a bare- 

bones description of how markets 

operate. In this chapter, we continue our examination of demand, supply, and the price system. 

The Price System: Rationing and Allocating 

Resources 
The marketsystem, also called the price system, performs two important and closely related func- 

tions. First, it provides an automatic mechanism for distributing scarce goods and services. That 

is, it serves as a price rationing device for allocating goods and services to consumers when the 

quantity demanded exceeds the quantity supplied. Second, the price system ultimately deter- 

mines both the allocation of resources among producers and the final mix of outputs. 

Price Rationing 

Consider the simple process by which the price system eliminates a shortage. Figure 4.1 shows 

hypothetical supply and demand curves for lobsters caught off the coast of New England. 

Lobsters are considered a delicacy. Maine produces most of the lobster catch in the United 

States, and anyone who drives up the Maine coast cannot avoid the hundreds of restaurants sell- 

ing lobster rolls, steamed lobster, and baked stuffed lobster. 

As Figure 4.1 shows, the equilibrium price of live New England lobsters was $11.50 per 

pound in the summer of 2007. At this price, lobster boats brought in lobsters at a rate of 81 mil- 

lion pounds per year—an amount that was just enough to satisfy demand. 

Market equilibrium existed at $11.50 per pound because at that price, quantity demanded 

was equal to quantity supplied. (Remember that equilibrium occurs at the point where the sup- 

ply and demand curves intersect. In Figure 4.1, this occurs at point C.) 

Now suppose in 2008 that the waters off a section of the Maine coast become contaminated 

with a poisonous parasite. As a result, the Department of Agriculture is forced to close 

15,000 square miles of the most productive lobstering areas. Even though many of the lobster 

boats shift their trapping activities to other waters, there is a sharp reduction in the quantity of 

lobster available for trapping. The supply curve shifts to the left, from S597 to Syo9¢- This shift in 
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> FIGURE 4.1 The 
Market for Lobsters 

Suppose in 2008 that 
15,000 square miles of lobster- 
ing waters off the coast of Maine 
are closed. The supply curve 
shifts to the left. Before the 
waters are closed, the lobster 

market is in equilibrium at the 
price of $11.50 and a quantity of 
81 million pounds. The 
decreased supply of lobster leads 
to higher prices, and a new equi- 
librium is reached at $16.10 and 
60 million pounds (point B). 
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the supply curve creates a situation of excess demand at $11.50. At that price, the quantity 

demanded is 81 million pounds and the quantity supplied is 38 million pounds. Quantity 

demanded exceeds quantity supplied by 43 million pounds. 
The reduced supply causes the price of lobster to rise sharply. As the price rises, the available 

supply is “rationed.” Those who are willing and able to pay the most get it. 
You can see the market’s price rationing function clearly in Figure 4.1. As the price rises from 

$11.50, the quantity demanded declines along the demand curve, moving from point C (81 mil- 

lion pounds) toward point B (60 million pounds). The higher prices mean that restaurants must 

charge more for lobster rolls and stuffed lobsters. As a result, many people stop buying lobster or 

order it less frequently when they dine out. Some restaurants drop lobster from the menu entirely, 

and some shoppers at the fish counter turn to lobster substitutes such as swordfish and salmon. 

As the price rises, lobster trappers (suppliers) also change their behavior. They stay out 

longer and put out more traps than they did when the price was $11.50 per pound. Quantity sup- 

plied increases from 38 million pounds to 60 million pounds. This increase in price brings about 

a movement along the 2008 supply curve from point A to point B. . 

Finally, a new equilibrium is established at a price of $16.10 per pound and a total output of 

60 million pounds. The market has determined who gets the lobsters: The lower total supply is 

rationed to those who are willing and able to pay the higher price. 

This idea of “willingness to pay” is central to the distribution of available supply, and willing- 

ness depends on both desire (preferences) and income/wealth. Willingness to pay does not neces- 

sarily mean that only the very rich will continue to buy lobsters when the price increases. For 

anyone to continue to buy lobster at a higher price, his or her enjoyment comes at a higher cost in 
terms of other goods and services. 

In sum: 

- The adjustment of price is the rationing mechanism in free markets. Price rationing means_, 
that whenever there is a need to ration a good—that is, when a shortage exists—in a free 
market, the price of the good will rise until quantity supplied equals quantity demanded— 
that is, until the market clears. 

There is some price that will clear any market you can think of. Consider the market for a 
famous painting such as Jackson Pollock’s No. 5, 1948, illustrated in Figure 4.2. At a low price, 
there would be an enormous excess demand for such an important painting. The price would be 
bid up until there was only one remaining demander. Presumably, that price would be very high. 
In fact, the Pollock painting sold for a record $140 million in 2006. If the product is in strictly 
scarce supply, as a single painting is, its price is said to be demand-determined. That is, its price is / 
determined solely and exclusively by the amount that the highest bidder or highest bidders are 
willing to pay. 

7 
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} 
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A | 4 FIGURE 4.2 Market 
. for a Rare Painting 

There is some price that will clear 
any market, even if supply is 
strictly limited. In an auction for 
a unique painting, the price (bid) 
will rise to eliminate excess 
demand until there is only one 
bidder willing to purchase the 
single available painting. Some 
estimate that the Mona Lisa 
would sell for $600 million if 

D auctioned. 

140,000,000 

Price ($) 

0 l 

Quantity of Jackson Pollock’s “No. 5, 1948” 

One might interpret the statement that “there is some price that will clear any market” to 
mean “everything has its price,” but that is not exactly what it means. Suppose you own a small 
silver bracelet that has been in your family for generations. It is quite possible that you would 
not sell it for any amount of money. Does this mean that the market is not working, or that 
quantity supplied and quantity demanded are not equal? Not at all. It simply means that you are 

the highest bidder. By turning down all bids, you must be willing to forgo what anybody 
offers for it. 

Constraints on the Market and Alternative Rationing 

Mechanisms 

On occasion, both governments and private firms decide to use some mechanism other than the 

market system to ration an item for which there is excess demand at the current price. Policies 

designed to stop price rationing are commonly justified in a number of ways. 

The rationale most often used is fairness. It is not“fair” to let landlords charge high rents, not 

fair for oil companies to run up the price of gasoline, not fair for insurance companies to charge 
enormous premiums, and so on. After all, the argument goes, we have no choice but to pay— 

housing and insurance are necessary, and one needs gasoline to get to work. Although it is not 

precisely true that price rationing allocates goods and services solely on the basis of income and 

wealth, income and wealth do constrain our wants. Why should all the gasoline or all the tickets 

to the World Series go just to the rich? 

Various schemes to keep price from rising to equilibrium are based on several perceptions of 

injustice, among them (1) that price-gouging is bad, (2) that income is unfairly distributed, and 

(3) that some items are necessities and everyone should be able to buy them at a “reasonable” 

price. Regardless of the rationale, the following examples will make two things clear: 

1. Attempts to bypass price rationing in the market and to use alternative rationing devices are 

more difficult and more costly than they would seem at first glance. 

2. Very often such attempts distribute costs and benefits among households in unintended ways. 

Oil, Gasoline, and OPEC In 1973 and 1974, OPEC imposed an embargo on shipments 

of crude oil to the United States. What followed was a drastic reduction in the quantity of gaso- 

line available at local gas pumps. 

Had the market system been allowed to operate, refined gasoline prices would have 

increased dramatically until quantity supplied was equal to quantity demanded. However, the | 

government decided that rationing gasoline only to those who were willing and able to pay the price ceiling A maximum | 

most was unfair, and Congress imposed a price ceiling, or maximum price, of $0.57 per gallon price that sellers may charge 

of leaded regular gasoline. That price ceiling was intended to keep gasoline “affordable,” but it for a good, usually set by 

also perpetuated the shortage. At the restricted price, quantity demanded remained greater than — government. 
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> FIGURE 4.3 Excess 
Demand (Shortage) 
Created by a Price 
Ceiling 
In 1974, a ceiling price of 
$0.57 cents per gallon of leaded 
regular gasoline was imposed. If 
the price had been set by the 
interaction of supply and 
demand instead, it would have 

increased to approximately 

$1.50 per gallon. At $0.57 per 
gallon, the quantity demanded 
exceeded the quantity supplied. 
Because the price system was not 

allowed to function, an alterna- 

tive rationing system had to be 
found to distribute the available 
supply of gasoline. 

queuing Waiting in line as 

a means of distributing goods 

and services: a nonprice 

rationing mechanism. 

favored customers 

Those who receive special 

treatment from dealers during 

situations of excess demand. 

ration coupons Tickets 

or coupons that entitle 

individuals to purchase a 

certain amount of a given 

product per month. 

quantity supplied and the available gasoline had to be divided up somehow among all potential 

demanders. 

You can see the effects of the price ceiling by looking carefully at Figure 4.3. If the price had 

been set by the interaction of supply and demand, it would have increased to approximately $1.50 

per gallon. Instead, Congress made it illegal to sell gasoline for more than $0.57 per gallon. At that 

price, quantity demanded exceeded quantity supplied and a shortage existed. Because the price 

system was not allowed to function, an alternative rationing system had to be found to distribute 

the available supply of gasoline. 
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Several devices were tried. The most common of all nonprice rationing systems is queuing, 

a term that means waiting in line. During 1974, very long lines formed daily at gas stations, start- 

ing as early as 5 A.M. Under this system, gasoline went to those people who were willing to pay the 

most, but the sacrifice was measured in hours and aggravation instead of dollars.! 

A second nonprice rationing device used during the gasoline crisis was that of favored 

customers. Many gas station owners decided not to sell gasoline to the general public, but to 

reserve their scarce supplies for friends and favored customers. Not surprisingly, many customers 

tried to become “favored” by offering side payments to gas station owners. Owners also charged 

high prices for service. By doing so, they increased the real price of gasoline but hid it in service 
overcharges to get around the ceiling. 

Yet another method of dividing up available supply is the use of ration coupons. It was sug- 

gested in both 1974 and 1979 that families be given ration tickets or coupons that would entitle 

them to purchase a certain number of gallons of gasoline each month. That way, everyone would 

get the same amount regardless of income. Such a system had been employed in the United States 

' You can also show formally that the result is inefficient—that there is a resulting net loss of total value to society. First, there is 
the cost of waiting in line. Time has a value. With price rationing, no one has to wait in line and the value of that time is saved. 
Second, there may be additional lost value if the gasoline ends up in the hands of someone who places a lower value on it than 
someone else who gets no gas. Suppose, for example, that the market price of gasoline if unconstrained would rise to $2 but that 
the government has it fixed at $1. There will be long lines to get gas. Imagine that to motorist A, 10 gallons of gas is worth $35 
but that she fails to get gas because her time is too valuable to wait in line. To motorist B, 10 gallons is worth only $15, but his 
time is worth much less; so he gets the gas. In the end, A could pay B for the gas and both would be better off. If A pays B $30 for 
the gas, A is $5 better off and B is $15 better off. In addition, A does not have to wait in line. Thus, the allocation that results 
from nonprice rationing involves a net loss of value. Such losses are called deadweight losses. See p. 84 of this chapter. 
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during the 1940s when wartime price ceilings on meat, sugar, butter, tires, nylon stockings, and 
many other items were imposed. 
ne When ration coupons are used with no prohibition against trading them, however, the result 
is almost identical to a system of price rationing. Those who are willing and able to pay the most 
buy up the coupons and use them to purchase gasoline, chocolate, fresh eggs, or anything else 
that is sold at a restricted price.2 This means that the price of the restricted good will effectively 
rise to the market-clearing price. For instance, suppose that you decide not to sell your ration 
coupon. You are then forgoing what you would have received by selling the coupon. Thus, the 
“real” price of the good you purchase will be higher (if only in opportunity cost) than the 
restricted price. Even when trading coupons is declared illegal, it is virtually impossible to 
stop black markets from developing. In a black market, illegal trading takes place at market- 
determined prices. 

Rationing Mechanisms for Concert and Sports Tickets On September 16, 2007, 
Justin Timberlake performed at the Staples Center in Los Angeles. The day before the concert, 
you could buy a front row ticket for $16,000 on the StubHub Web site. Tickets for sporting events 
such as the World Series, the Super Bowl, and the World Cup command huge prices in the open 
market. In many cases, the prices are substantially above the original issue price. 

The Staples Center seats 20,000 for concerts. Figure 4.4 illustrates the situation. The supply of 

tickets is fixed. Of course, there are good seats and bad seats; but to keep things simple, let’s assume 

that all the seats are the same and that the promoters originally charged $50 for all tickets. Supply is 

represented by a vertical line at 20,000. A higher price does not increase the supply of seats. At the 

original issue price, the quantity demanded is 38,000, which is greater than the quantity supplied. 

The first question is why would a profit-maximizing enterprise not charge the highest price 

it could charge? The answer depends on the event. If the Chicago Cubs got into the World Series, 
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Tickets to the Justin Timberlake concert 

in Los Angeles on September 16, 2007 

2 Of course, if you are assigned a number of tickets and you sell them, you are better off than you would be with price rationing. 

Ration coupons thus serve as a way of redistributing income. 

Tl 

black market A market in 
which illegal trading takes 

place at market-determined 
prices. 

4 FIGURE 4.4 Supply of 
and Demand for a 

Concert in 2007 

The face value of a ticket to the 

Justin Timberlake concert on 

September 16, 2007, at the 

Staples Center in Los Angeles 
was $50. The Staples Center 
holds 20,000. The supply curve 
is vertical at 20,000. At $50, the 

quantity supplied is below the 
quantity demanded. The dia- 
gram shows that the quantity 
demanded and the quantity sup- 
plied would be equal at $300. 
The Web shows that one ticket 
could be worth $16,000. 
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the people of Chicago would buy all the tickets available for thousands of dollars each. But if the 

Cubs actually charged $2,000 a ticket, the hard-working fans would be furious: “Greedy Cubs 

Gouge Fans” the headlines would scream. Ordinary loyal fans earning reasonable salaries would 

not be able to afford those prices. Next season, perhaps some of those irate fans would change 

loyalties, supporting the White Sox over the Cubs. In part to keep from alienating loyal fans, 

prices for championship games are held down. 

Not every concert promoter or sports team behaves that way. In 2000, Barbra Streisand gave 

a concert in Sydney, Australia. Tickets were issued with a face value of $1,530, a record for a con- 

cert that still stands today. 

If all the Justin Timberlake tickets were sold for $50, the sold-out concert would take in 

$1 million dollars. But who would get the tickets? As in the case of gasoline, a variety of rationing 

mechanisms might be used. The most common is queuing, waiting in line. The tickets would go 

on sale at a particular time, and people would show up and wait. Now ticket sellers have virtual 

waiting rooms online. Tickets for the World Series go on sale at a particular time in September, 

and the people who log on to team Web sites at the right moment get into an electronic queue 

and can buy tickets. Often tickets are sold out in a matter of minutes. 
Again there are also favored customers. Those who get tickets without queuing are local 

politicians, sponsors, and friends of the artist or friends of the players. 
But “once the dust settles,” the power of technology and the concept of opportunity cost take 

over. Even if you get the Timberlake ticket for the (relatively) low price of $50, that is not the true 

cost. The true cost is what you give up to sit in the seat. If people on eBay, StubHub, or Ticketmaster 

are willing to pay $500 for your ticket, that’s what you must pay, or sacrifice, to go to the concert. 

Many people—even strong fans—will choose to sell that ticket. Once again, it is difficult to stop the ~ 

market from rationing the tickets to those people who are willing and able to pay the most. 

No matter how good the intentions of private organizations and governments, it is very 

difficult to prevent the price system from operating and to stop people’s willingness to 

pay from asserting itself. Every time an alternative is tried, the price system seems to 

sneak in the back door. With favored customers and black markets, the final distribu- 

tion may be even more unfair than that which would result from simple price rationing. 

Prices and the Allocation of Resources 

Thinking of the market system as a mechanism for allocating scarce goods and services among 

competing demanders is very revealing, but the market determines more than just the distribu- 

tion of final outputs. It also determines what gets produced and how resources are allocated 
among competing uses. 

Consider a change in consumer preferences that leads to an increase in demand for a specific 
good or service. During the 1980s, for example, people began going to restaurants more fre- 
quently than before. Researchers think that this trend, which continues today, is partially the 
result of social changes (such as a dramatic rise in the number of two-earner families) and par- 
tially the result of rising incomes. The market responded to this change in demand by shifting 
resources, both capital and labor, into more and better restaurants. 

With the increase in demand for restaurant meals, the price of eating out rose and the restau- 
rant business became more profitable. The higher profits attracted new businesses and provided 
old restaurants with an incentive to expand. As new capital, seeking profits, flowed into the 
restaurant business, so did labor. New restaurants need chefs. Chefs need training, and the higher 
wages that came with increased demand provided an incentive for them to get it. In response to 
the increase in demand for training, new cooking schools opened and existing schools began to 
offer courses in the culinary arts. This story could go on and on, but the point is clear: 

Price changes resulting from shifts of demand in output markets cause profits to rise or fall. 
Profits attract capital; losses lead to disinvestment. Higher wages attract labor and encour- 
age workers to acquire skills. At the core of the system, supply, demand, and prices in input 
and output markets determine the allocation of resources and the ultimate combinations 
of goods and services produced) 

~~ 
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(ECONOMICS IN PRACTICE 

The Price Mechanism at Work for 
Shakespeare 
Every summer, New York City puts on free per- 
formances of Shakespeare in the Park. Tickets are 
distributed on a first-come-first-serve basis at the 
Delacorte Theatre in the Park beginning at 1 P.M. 
on the day of the show. People usually begin lin- 
ing up at 6 A.M. when the park opens; and by 
10 A.M. the line has typically reached a length suf- 
ficient to give away all available tickets. 

When you examine the people standing in 

line for these tickets, most of them seem to be 
fairly young. Many carry book bags identifying them as students in one of New York’s many 
colleges. Of course, all college students may be fervent Shakespeare fans, but can you think of 
another reason for the composition of the line? Further, when you attend one of the plays and 
look around, the audience appears much older and much sleeker than the people who were 
standing in line. What is going on? 

While the tickets are “free” in terms of financial costs, their true price includes the value of 

the time spent standing in line. Thus, the tickets are cheaper for people (for example, stu- 

dents) whose time value is lower than they are for high-wage earners, like an investment 

banker from Goldman Sachs. The true cost of a ticket is $0 plus the opportunity cost of the 

time spent in line. If the average person spends 4 hours in line, as is done in the Central Park 

case, for someone with a high wage, the true cost of the ticket might be very high. For exam- 

ple, a lawyer who earns $300 an hour would be giving up $1,200 to wait in line. It should not 

surprise you to see more people waiting in line for whom the tickets are inexpensive. 

What about the people who are at the performance? Think about our discussion of the 

power of entrepreneurs. In this case, the students who stand in line as consumers of the tick- 

ets also can play a role as producers. In fact, the students can produce tickets relatively cheaply 

by waiting in line. They can then turn around and sell those tickets to the high-wage 

Shakespeare lovers. These days eBay is a great source of tickets to free events, sold by individ- 

uals with low opportunity costs of their time who queued up. Craigslist even provides listings 

for people who are willing to wait in line for you. 

Of course, now and again we do encounter a busy businessperson in one of the Central 

Park lines. Recently, one of the authors encountered one and asked him why he was waiting 

in line rather than using eBay, and he replied that it reminded him of when he was young, 

waiting in line for rock concerts. 

Price Floors 

As we have seen, price ceilings, often imposed because price rationing is viewed as unfair, result in 

alternative rationing mechanisms that are inefficient and may be equally unfair. Some of the 

same arguments can be made for price floors. A price floor is a minimum price below which 

exchange is not permitted. If a price floor is set above the equilibrium price, the result will be 

excess supply; quantity supplied will be greater than quantity demanded. 

The most common example of a price floor is the minimum wage, which is a floor set for 

the price of labor. Employers (who demand labor) are not permitted under federal law to pay a 

wage less than $6.55 per hour (in 2008) to workers (who supply labor). Critics argue that since 

the minimum wage is above equilibrium, the result will be wasteful unemployment. At the wage 

of $6.55, the quantity of labor demanded is less than the quantity of labor supplied. Whenever a 

price floor is set above equilibrium, there will be an excess supply. 

price floor A minimum 

price below which exchange is | 

not permitted. 

minimum wage A price 

floor set for the price of labor. 
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> FIGURE 4.5 The U.S. 
Market for Crude Oil, 

1989 
At a world price of $18, domes- 
tic production is 7.7 million bar- 
rels per day and the total 

quantity of oil demanded in the 
United States is 13.6 million bar- 
rels per day. The difference is 

total imports (5.9 million barrels 
per day). 

If the government levies a 33 1/3 
percent tax on imports, the price 

of a barrel of oil rises to $24. The 
quantity demanded falls to 
12.2 million barrels per day. At 
the same time, the quantity 
supplied by domestic producers 
increases to 9.0 million barrels 
per day and the quantity 
imported falls to 3.2 million 

barrels per day. 

Supply and Demand Analysis: An 
Oil Import Fee 
The basic logic of supply and demand is a powerful tool of analysis. As an extended example of 

the power of this logic, we will consider a recent proposal to impose a tax on imported oil. The 

idea of taxing imported oil is hotly debated, and the tools we have learned thus far will show us 

the effects of such a tax. 
Consider the facts. Between 1985 and 1989, the United States increased its dependence on oil 

imports dramatically. In 1989, total U.S. demand for crude oil was 13.6 million barrels per day. Of 

that amount, only 7.7 million barrels per day (57 percent) were supplied by U.S. producers, with 

the remaining 5.9 million barrels per day (43 percent) imported. The price of oil on world mar- 

kets that year averaged about $18. This heavy dependence on foreign oil left the United States vul- 

nerable to the price shock that followed the Iraqi invasion of Kuwait in August 1990. In the 

months following the invasion, the price of crude oil on world markets shot up to $40 per barrel. 

Even before the invasion, many economists and some politicians had recommended a stiff 

oil import fee (or tax) that would, it was argued, reduce the U.S. dependence on foreign oil by 

(1) reducing overall consumption and (2) providing an incentive for increased domestic produc- 

tion. An added bonus would be improved air quality from the reduction in driving. 

Supply and demand analysis makes the arguments of the import fee proponents easier to 

understand. Figure 4.5(a) shows the U.S. market for oil. The world price of oil is assumed to be 

$18, and the United States is assumed to be able to buy all the oil that it wants at this price. This 

a. U.S. market, 1989 
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means that domestic producers cannot get away with charging any more than $18 per barrel. The 
curve labeled Supply,;, shows the amount that domestic suppliers will produce at each price level. 
At a price of $18, domestic production is 7.7 million barrels. Stated somewhat differently, U.S. 
producers will produce at point A on the supply curve. The total quantity of oil demanded in the 
United States in 1989 was 13.6 million barrels per day. At a price of $18, the quantity demanded 
in the United States is point B on the demand curve. 

The difference between the total quantity demanded (13.6 million barrels per day) and 
domestic production (7.7 million barrels per day) is total imports (5.9 million barrels per day). 

Now suppose that the government levies a tax of 33 1/3 percent on imported oil. Because the 
import price is $18, a tax of $6 (or .3333 x $18) per barrel means that importers of oil in the 
United States will pay a total of $24 per barrel ($18 + $6). This new, higher price means that U.S. 
producers can also charge up to $24 for a barrel of crude. Note, however, that the tax is paid only 
on imported oil. Thus, the entire $24 paid for domestic crude goes to domestic producers, 

Figure 4.5(b) shows the result of the tax. First, because of a higher price, the quantity 
demanded drops to 12.2 million barrels per day. This is a movement along the demand curve 
from point B to point D. At the same time, the quantity supplied by domestic producers increased 
to 9.0 million barrels per day. This is a movement along the supply curve from point A to point C. 
With an increase in domestic quantity supplied and a decrease in domestic quantity demanded, 

imports decrease to 3.2 million barrels per day (12.2 — 9.0). 

The tax also generates revenues for the federal government. The total tax revenue collected is 
equal to the tax per barrel ($6) times the number of imported barrels. When the quantity 

imported is 3.2 million barrels per day, total revenue is $6 x 3.2 million, or $19.2 million per day 

(about $7 billion per year). 

What does all of this mean? In the final analysis, an oil import fee would (1) increase domes- 

tic production and (2) reduce overall consumption. To the extent that one believes that 

Americans are consuming too much oil and polluting the environment, the reduced consump- 

tion may be a good thing. 

Supply and Demand and Market Efficiency 
Clearly, supply and demand curves help explain the way that markets and market prices work to 

allocate scarce resources. Recall that when we try to understand “how the system works,” we are 

doing “positive economics.” 
Supply and demand curves can also be used to illustrate the idea of market efficiency, an 

important aspect of “normative economics.” To understand the ideas, you first must understand 

the concepts of consumer and producer surplus. 

Consumer Surplus 

The argument, made several times already, that the market forces us to reveal a great deal about 

our personal preferences is an extremely important one; and it bears repeating at least once more 

here. If you are free to choose within the constraints imposed by prices and your income and you 

decide to buy, for example, a hamburger for $2.50, you have “revealed” that a hamburger is worth 

at least $2.50 to you. 

A simple market demand curve such as the one in Figure 4.6(a) illustrates this point quite 

clearly. At the current market price of $2.50, consumers will purchase 7 million hamburgers per 

month. There is only one price in the market, and the demand curve tells us how many hamburg- 

ers households would buy if they could purchase all they wanted at the posted price of $2.50. 

Anyone who values a hamburger at $2.50 or more will buy it. Anyone who does not value a ham- 

burger that highly will not buy it. 

3 These figures were not chosen randomly. It is interesting to note that in 1985, the world price of crude oil averaged about $24 a 

- barrel. Domestic production was 9.0 million barrels per day and domestic consumption was 12.2 million barrels per day, with 

imports of only 3.2 million. The drop in the world price between 1985 and 1989 increased imports to 5.9 million, an 84 percent 

increase. 
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a. A simple market demand curve b. Consumer surplus 

Price ($) 

for hamburgers 

Total consumer 

surplus at price $2.50 

Price ($) 2.50 

D 

D 
| | | | al I | | Last | 

OU he Sen Ome. Q OOP 2 Sr ae hee Omen! Q 

Millions of hamburgers Millions of hamburgers 

per month per month 

consumer surplus The 

difference between the 
maximum amount a person is 

willing to pay for a good and 
its current market price. 

a FIGURE 4.6 Market Demand and Consumer Surplus 
As illustrated in Figure 4.6(a), some consumers (see point A) are willing to pay as much as $5.00 each for 

hamburgers. Since the market price is just $2.50, they receive a consumer surplus of $2.50 for each ham- 

burger that they consume. Others (see point B) are willing to pay something less than $5.00 and receive a 

slightly smaller surplus. Since the market price of hamburgers is just $2.50, the area of the shaded triangle in 

Figure 4.6(b) is equal to total consumer surplus. 

Some people, however, value hamburgers at more than $2.50. As Figure 4.6(a) shows, even if 

the price were $5.00, consumers would still buy 1 million hamburgers. If these people were able 

to buy the good at a price of $2.50, they would earn a consumer surplus. Consumer surplus is 

the difference between the maximum amount a person is willing to pay for a good and its current 

market price. The consumer surplus earned by the people willing to pay $5.00 for a hamburger is 

approximately equal to the shaded area between point A and the price, $2.50. 
The second million hamburgers in Figure 4.6(a) are valued at more than the market price 

as well, although the consumer surplus gained is slightly less. Point B on the market demand 

curve shows the maximum amount that consumers would be willing to pay for the second mil- 

lion hamburgers. The consumer surplus earned by these people is equal to the shaded area 

between B and the price, $2.50. Similarly, for the third million hamburgers, maximum willing- 

ness to pay is given by point C; consumer surplus is a bit lower than it is at points A and B, but 
it is still significant. 

The total value of the consumer surplus suggested by the data in Figure 4.6(a) is roughly 

equal to the area of the shaded triangle in Figure 4.6(b). To understand why this is so, think about 

offering hamburgers to consumers at successively lower prices. If the good were actually sold for 

$2.50, those near point A on the demand curve would get a large surplus; those at point B would 

get a smaller surplus. Those at point E would get no surplus. 

Producer Surplus 

Similarly, the supply curve in a market shows the amount that firms willingly produce and supply 
to the market at various prices. Presumably it is because the price is sufficient to cover the costs or 
the opportunity costs of production and give producers enough profit to keep them in business. 
When speaking of cost of production, we include everything that a producer must give up in 
order to produce a good. 

A simple market supply curve like the one in Figure 4.7(a) illustrates this point quite clearly. 
At the current market price of $2.50, producers will produce and sell 7 million hamburgers. There 
is only one price in the market, and the supply curve tells us the quantity supplied at each price. 
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a. A simple market supply 

curve for hamburgers b. Producer surplus 

Total producer $ 
a surplus at price $2.50 
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# FIGURE 4.7 Market Supply and Producer Surplus 
As illustrated in Figure 4.7(a), some producers are willing to produce hamburgers for a price of $0.75 each. 
Since they are paid $2.50, they earn a producer surplus equal to $1.75. Other producers are willing to supply 
hamburgers at a price of $1.00; they receive a producer surplus equal to $1.50. Since the market price of 

hamburgers is $2.50, the area of the shaded triangle in Figure 4.7(b) is equal to total producer surplus. 

Notice, however, that if the price were just $0.75 (75 cents), although production would be 

much lower—most producers would be out of business at that price—a few producers would 

actually be supplying burgers. In fact, producers would supply about 1 million burgers to the 

market. These firms must have lower costs: They are more efficient or they have access to raw beef 

at a lower price or perhaps they can hire low-wage labor. 

If these efficient, low-cost producers are able to charge $2.50 for each hamburger, they are 
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earning what is called a producer surplus. Producer surplus is the difference between the cur- producer surplus The | 

rent market price and the full cost of production for the firm. The first 1 million hamburgers difference between the current| 

would generate a producer surplus of $2.50 minus $0.75, or $1.75 per hamburger: a total of | market price and the full cost 
$1.75 million. The second million hamburgers would also generate a producer surplus because of production for the firm. 
the price of $2.50 exceeds the producers’ total cost of producing these hamburgers, which is 

above $0.75 but much less than $2.50. 
The total value of the producer surplus received by producers of hamburgers at a price of 

$2.50 per burger is roughly equal to the shaded triangle in Figure 4.7(b). Those producers just 

able to make a profit producing burgers will be near point E on the supply curve and will earn 

very little in the way of surplus. 

Competitive Markets Maximize the Sum of Producer and 

Consumer Surplus 

In the preceding example, the quantity of hamburgers supplied and the quantity of hamburgers 

demanded are equal at $2.50. Figure 4.8 shows the total net benefits to consumers and producers 

resulting from the production of 7 million hamburgers. Consumers receive benefits in excess of 

the price they pay and equal to the blue shaded area between the demand curve and the price line 

at $2.50; the area is equal to the amount of consumer surplus being earned. Producers receive 

compensation in excess of costs and equal to the red shaded area between the supply curve and 

the price line at $2.50; the area is equal to the amount of producer surplus being earned. 

Now consider the result to consumers and producers if production were to be reduced to 

4 million burgers. Look carefully at Figure 4.9(a). At 4 million burgers, consumers are willing to 

pay $3.75 for hamburgers and there are firms whose cost makes it worthwhile to supply at a price 

as low as $1.50, yet something is stopping production at 4 million. The result is a loss of both con- 

‘sumer and producer surplus. You can see in Figure 4.9(a) that if production were expanded from 

4 million to 7 million, the market would yield more consumer surplus and more producer surplus. 

\ 

! 
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> FIGURE 4.8 Total 
Producer and Consumer 

Surplus 
Total producer and consumer 

surplus is greatest where supply 
and demand curves intersect at 

equilibrium. 

deadweight loss The 
total loss of producer and 

consumer surplus from 

underproduction or 

overproduction. 

a. Deadweight loss from underproduction 

Price ($) 

Millions of hamburgers 

per month 

Price ($) 

Millions of hamburgers 

per month 

The total loss of producer and consumer surplus from underproduction and, as we will see shortly, 

from overproduction is referred to as a deadweight loss. In Figure 4.9(a) the deadweight loss is 

equal to the area of triangle ABC shaded in yellow. 
Figure 4.9(b) illustrates how a deadweight loss of both producer and consumer surplus can 

result from overproduction as well. For every hamburger produced above 7 million, consumers 

are willing to pay less than the cost of production. The cost of the resources needed to produce 

hamburgers above 7 million exceeds the benefits to consumers, resulting in a net loss of producer 

and consumer surplus equal to the yellow shaded area ABC. 

b. Deadweight loss from overproduction 

Deadweight 

loss 

Price ($) 

Millions of hamburgers 

per month 

a FIGURE 4.9 Deadweight Loss 
Figure 4.9(a) shows the consequences of producing 4 million hamburgers per month instead of 7 million 
hamburgers per month. Total producer and consumer surplus is reduced by the area of triangle ABC shaded 
in yellow. This is called the deadweight loss from underproduction. Figure 4.9(b) shows the consequences of 
producing 10 million hamburgers per month instead of 7 million hamburgers per month. As production 
increases from 7 million to 10 million hamburgers, the full cost of production rises above consumers’ willing- 
ness to pay, resulting in a deadweight loss equal to the area of triangle ABC. 
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Potential Causes of Deadweight Loss From Under- and 
Overproduction 
Most of the next few chapters will discuss perfectly competitive markets in which prices are deter- 
mined by the free interaction of supply and demand. As you will see, when supply and demand 
interact freely, competitive markets produce what people want at the least cost, that is, they are 
efficient. Beginning in Chapter 13, however, we will begin to relax assumptions and will discover 
a number of naturally occurring sources of market failure. Monopoly power gives firms the 
incentive to underproduce and overprice, taxes and subsidies may distort consumer choices, 
external costs such as pollution and congestion may lead to over- or underproduction of some 
goods, and artificial price floors and price ceilings may have the same effects. 

Looking Ahead 
We have now examined the basic forces of supply and demand and discussed the market/price 
system. These fundamental concepts will serve as building blocks for what comes next. Whether 
you are studying microeconomics or macroeconomics, you will be studying the functions of 
markets and the behavior of market participants in more detail in the following chapters. 

Because the concepts presented in the first four chapters are so important to your under- 
standing of what is to come, this might be a good time for you to review this material. 

SU View ya 

THE PRICE SYSTEM: RATIONING AND ALLOCATING 
RESOURCES ». 73 

1. Ina market economy, the market system (or price system) 

serves two functions. It determines the allocation of 
resources among producers and the final mix of outputs. It 
also distributes goods and services on the basis of willing- 

ness and ability to pay. In this sense, it serves as a price 

rationing device. 

government. 

EFFICIENCY p. 81 

; : economics. 
2. Governments as well as private firms sometimes decide not 

increase domestic production, and generate revenues for the 

SUPPLY AND DEMAND AND MARKET 

1. Supply and demand curves can also be used to illustrate the 
idea of market efficiency, an important aspect of normative 

to use the market system to ration an item for which there is 
excess demand. Examples of nonprice rationing systems 
include queuing, favored customers, and ration coupons. The 
most common rationale for such policies is “fairness.” 

. Attempts to bypass the market and use alternative nonprice 

rationing devices are more difficult and costly than it would 

seem at first glance. Schemes that open up opportunities for 

favored customers, black markets, and side payments often 

end up less “fair” than the free market. 

. Consumer surplus is the difference between the maximum 
amount a person is willing to pay for a good and the current 

market price. 

. Producer surplus is the difference between the current market 
price and the full cost of production for the firm. 

. At free market equilibrium with competitive markets, 
the sum of consumer surplus and producer surplus is 

maximized. 

. The total loss of producer and consumer surplus from 

underproduction or overproduction is referred to as a 

deadweight loss. 
SUPPLY AND DEMAND ANALYSIS: AN OIL IMPORT 

FEE p. 30 

1. The basic logic of supply and demand is a powerful tool for 

analysis. For example, supply and demand analysis shows 

that an oil import tax will reduce quantity of oil demanded, 
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black market, p. 77 minimum wage, p. 79 

consumer surplus, p. 82 

deadweight loss, p. 84 

favored customers, p. 76 

price ceiling, p. 75 

price floor, p. 79 

price rationing, p. 73 

REVIEW TERMS AND CONCEPTS 
MAAN OODLES 

producer surplus, p. 83 

queuing, p. 76 

ration coupons, p. 76 

Visit www.myeconlab.com to complete the problems marked in orange online. You will receive 

instant feedback on your answers, tutorial help, and access to additional practice problems. 

©} Illustrate the following with supply and demand curves: 

a. In the summer of 2006, Viennese artist Gustav Klimt’s 

Portrait of Adele Bloch-Bauer was sold in New York for 

$135 million. 
b. In 2008, hogs in the United States were selling for $67 each, 

down from $75 a year before. This was due primarily to the 

fact that supply had increased during the period to 1.8 mil- 

lion hogs per week. 
c. Early in 2009, a survey of greenhouses indicated that the 

demand for houseplants was rising sharply. At the same time, 

large numbers of low-cost producers started growing plants 

for sale. The overall result was a drop in the average price of 

houseplants and an increase in the number of plants sold. 

2. Every demand curve must eventually hit the quantity axis 

because with limited incomes, there is always a price so high that 

there is no demand for the good. Do you agree or disagree? Why? 

3. When excess demand exists for tickets to a major sporting event 

or a concert, profit opportunities exist for scalpers. Explain 

briefly using supply and demand curves to illustrate. Some 

argue that scalpers work to the advantage of everyone and are 

“efficient.” Do you agree or disagree? Explain briefly. 

In an effort to “support” the price of some agricultural goods, 

the Department of Agriculture pays farmers a subsidy in cash 

for every acre that they leave unplanted. The Agriculture 

Department argues that the subsidy increases the “cost” of 

planting and that it will reduce supply and increase the price of 

competitively produced agricultural goods. Critics argue that 

because the subsidy is a payment to farmers, it will reduce costs 

and lead to lower prices. Which argument is correct? Explain. 

The rent for apartments in New York City has been rising 

sharply. Demand for apartments in New York City has been ris- 

ing sharply as well. This is hard to explain because the law of 

demand says that higher prices should lead to lower demand. 

Do you agree or disagree? Explain your answer. 

(9) Mlustrate the following with supply and/or demand curves: 

a. The federal government “supports” the price of wheat by 

paying farmers not to plant wheat on some of their land. 

b. An increase in the price of chicken has an impact on the 

price of hamburger. 

c. Incomes rise, shifting the demand for gasoline. Crude oil 

prices rise, shifting the supply of gasoline. At the new equi- 

librium, the quantity of gasoline sold is less than it was 

before. (Crude oil is used to produce gasoline.) 

Illustrate the following with supply and/or demand curves: 

a. A situation of excess labor supply (unemployment) caused 

by a “minimum wage” law. 
b. The effect of a sharp increase in heating oil prices on the 

demand for insulation material. 

4] Suppose that the world price of oil is $70 per barrel and that the 

United States can buy all the oil it wants at this price. Suppose 

also that the demand and supply schedules for oil in the United 

States are as follows: 

PRICE U.S. QUANTITY U.S. QUANTITY 
($ PER BARREL) DEMANDED SUPPLIED 

68 16 4 
70 15 6 
72 14 8 

We 13 10 
76 12 12 

a. On graph paper, draw the supply and demand curves for the 

United States. » 

b. With free trade in oil, what price will Americans pay for their 

oil? What quantity will Americans buy? How much of this 

will be supplied by American producers? How much will be 

imported? Illustrate total imports on your graph of the U.S. 

oil market. 

c. Suppose the United States imposes a tax of $4 per barrel on 

imported oil. What quantity would Americans buy? How 

much of this would be supplied by American producers? 

How much would be imported? How much tax would the 

government collect? 

d. Briefly summarize the impact of an oil import tax by 

explaining who is helped and who is hurt among the follow- 

ing groups: domestic oil consumers, domestic oil producers, 

foreign oil producers, and the U.S. government. 

Use the data in the preceding problem to answer the following 

questions. Now suppose that the United States allows no oil 
imports. 

a. What are the equilibrium price and quantity for oil in the 
United States? 

b. If the United States imposed a price ceiling of $74 per barrel 
on the oil market and prohibited imports, would there be an 

excess supply or an excess demand for oil? If so, how much? 

c. Under the price ceiling, quantity supplied and quantity 
demanded differ. Which of the two will determine how 
much oil is purchased? Briefly explain why. 
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@2E Use the following diagram to calculate total consumer surplus at 
4 price of $8 and production of 6 million meals per day. For the 
same equilibrium, calculate total producer surplus. Assuming 
price remained at $8 but production was cut to 3 million meals 
per day, calculate producer surplus and consumer surplus. 
Calculate the deadweight loss from underproduction. 

11. In early 2008, many predicted that in a relatively short period 
of time, unleaded regular gasoline at the pump would be selling 

for over $4. Do some research on the price of gasoline. Have 

those dire predictions materialized? What is the price of 

unleaded regular today in your city or town? If it is below 

$4 per gallon, what are the reasons? Similarly, if it is higher 
than $4, what has happened to drive up the price? Illustrate 

? with supply and demand curves. 

14 S [Related to the Economics in Practice on p. 79] Many cruise 
iin lines offer 5-day trips. A disproportionate number of these trips 
Sou leave port on Thursday and return late Monday. Why might this 
E be true? 

g 8 [Related to the Economics in Practice on p. 79] Lines for free 
8 tickets to see Shakespeare in Central Park are often long. A local 

mare 15 politician has suggested that it would be a great service if the 

Park provided music to entertain those who are waiting in line. 

What do you think of this suggestion? 
bo 
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In economics, simple logic often 

tells us how a change in one vari- 

able, such as the price of a good or 

an interest rate, is likely to affect 

behavior. It is a safe bet, for exam- 

CHAPTER OUTLINE 

Price Elasticity of 
Demand p>. 90 

Slope and Elasticity 

ple, that when Apple halved the gle a 
price of its i -s in 2007, sales i 1 ca et eaasnetalder Salceleine bee 1en many universities ; Elasticities p. 92 
owered the price of football tickets $79 $149 $249 $299 Calculating Percentage 
to students (many to a price of Changes $199\"\$349 $399 zero), the schools did so in an 

attempt to increase the number of 

student fans in their stadiums. If 

Elasticity Is a Ratio of 
Percentages 

The Midpoint Formula 
the government helps to raise the Elasticity Changes Along a 
price of cigarettes by increasing cigarette taxes, it is likely that tobacco sales will suffer. Straight-Line Demand 

The work we did in earlier chapters tells us the direction of the changes we would expect to Curve 
see from price changes in markets. But in each of the preceding examples and in most other sit- Elasticity and Total 
uations, knowing the direction of a change is not enough. What we really need to know to help us Revenue 
make the right decisions is how big the reactions are. How many more fans would come to a foot- . 5 S ; The Determinants of 
ball game if the price were lowered? Is the added team spirit worth the lost ticket revenue? Would Demand Elasticity p. 99 
the university get more fans by charging students but giving them free hot dogs at the game? For 

a profit-making firm such as Apple, knowing the number of new phones that would be sold at the 

lowered price is key. If sales increases following the iPhone price cut are large enough, Apple’s 

revenues may actually rise. With small sales increases, Apple’s price-cutting strategy will leave the 

company with reduced revenues. To answer these questions, we must know more than just direc- 

Availability of Substitutes 

The Importance of Being 

Unimportant 

The Time Dimension 

tion; we must know something about market responsiveness. Other Important 

Understanding the responsiveness of consumers and producers in markets to price changes Elasticities p. 102 

is key to answering a wide range of economic problems. Should McDonald’s lower the price of Income Elasticity of 

its Big Mac? For McDonald’s, the answer depends on whether that price cut increases or Demand 

decreases its profits. The answer to that, in turn, depends on how its customers are likely to Cross-Price Elasticity of 

respond to the price cut. How many more Big Macs will be sold, and will the new sales come at Demand 

the expense of the sandwiches sold at Subway or be a substitution of McDonald’s Chicken Elasticity of Supply 

McNuggets for Big Macs? Can universities change the social behavior of their students by lower- 

ing fees on campus sports, theatrical events, and concerts? How many potential new smokers 

will be deterred from smoking by higher cigarette prices the government has induced? Appendix: Point 

Questions such as these lie at the core of economics. To answer these questions, we need to mea- Elasticity p. 106 

sure the magnitude of market responses. 
The importance of actual measurement cannot be overstated. Without the ability to measure 

and predict how much people are likely to respond to economic changes, all the economic theory in 

Looking Ahead pp. 103 

the world would be of little help to policy makers. In fact, much of the research being done in eco- elasticityeenece dt 

nomics today involves the collection and analysis of quantitative data that measure behavior. The concept used to quantify the 

ability to analyze large amounts of data increased enormously with the advent of modern computers. response in one variable 

Economists commonly measure responsiveness using the concept of elasticity. Elasticity is when another variable 

a general concept that can be used to quantify the response in one variable when another variable changes. 
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> FIGURE 5.1 Slope Is 
Not a Useful Measure of 
Responsiveness 
Changing the unit of measure 

from pounds to ounces changes 

the numerical value of the 

demand slope dramatically, but 
the behavior of buyers in the two 
diagrams is identical. 

changes. If some variable A changes in response to changes in another variable B, the elasticity of 

A with respect to B is equal to the percentage change in A divided by the percentage change in B: 

| %AA 
elasticity of A with respect to B = AB 

In the examples discussed previously, we often consider responsiveness or elasticity by look- 

ing at prices: How does demand for a product respond when its price changes? This is known as 

the price elasticity of demand. /How does supply respond when prices change? This is the price 

‘elasticity of supply: As in the McDonald’s example, sometimes it is important to know how the 

McNuggets. This is called the cross-price elasticity of demand. 
But the concept of elasticity goes well beyond responsiveness to price changes. As we will see, 

we can look at elasticities as a way to understand responses to changes in income and almost any 

other major determinant of supply and demand in a market. We begin with a discussion of price 

elasticity of demand. 

Price Elasticity of Demand 
You have already seen the law of demand at work. Recall that, ceteris paribus, when prices rise, 

quantity demanded can be expected to decline. When prices fall, quantity demanded can be 

expected to rise. The normal negative relationship between price and quantity demanded is 

reflected in the downward slope of demand curves. 

Slope and Elasticity 

The slope of a demand curve may in a rough way reveal the responsiveness of the quantity 

demanded to price changes, but slope can be quite misleading. In fact, it is not a good formal 
measure of responsiveness. 

Consider the two identical demand curves in Figure 5.1. The only difference between the two is 

that quantity demanded is measured in pounds in the graph on the left and in ounces in the graph 

on the right. When we calculate the numerical value of each slope, however, We get very different 

answers. The curve on the left has a slope of —1/5, and the curve on the right has a slope of —1/80; 

yet the two curves represent the exact same behavior. If we had changed dollars to cents on the 

Y-axis, the two slopes would be —20 and —1.25, respectively. (Review the Appendix to Chapter 1 if 
you do not understand how these numbers are calculated.) 
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The problem is that the numerical value of slope depends on the units used to measure the 
variables on the axes. To correct this problem, we must convert the changes in price and quantity 
to percentages. By looking at by how much the percent quantity demanded changes for a given 
percent price change, we have a measure of responsiveness that does not change with the unit of 
measurement. The price increase in Figure 5.1 leads to a decline of 5 pounds, or 80 ounces, in the 
quantity of steak demanded—a decline of 50 percent from the initial 10 pounds, or 160 ounces, 
whether we measure the steak in pounds or ounces. 

= We define price elasticity of demand simply as the ratio of the percentage of change in price elasticity of 
quantity demanded to the percentage change in price. demand The ratio of the ‘m< 

; A percentage of change in 9 : [ price élasticity of demand = % change in quantity demanded duantleydemandediee che 
| iio 4 ali % change in price | percentage of change in price; 

Percentage changes should always carry the sign (plus or minus) -of the-change. Positive eee ee ie 
changes, or increases, take a (+). Negative changes, or decreases, take a (—). The law of demand oe . 
implies that price elasticity of demand is nearly always a negative number: Price increases (+) will 
lead to decreases in quantity demanded (—), and vice versa. Thus, the numerator and denomina- 
tor should have opposite signs, resulting in a negative ratio. 

Types of Elasticity 
Table 5.1 gives the hypothetical responses of demanders to a 10 percent price increase in four mar- 
kets. Insulin is absolutely necessary to an insulin-dependent diabetic, and the quantity demanded 
is unlikely to respond to an increase in price. When the quantity demanded does not respond at all 
to a price change, the percentage of change in quantity demanded is zero and the elasticity is zero. demand" Demunduennhice 
In this case, we say that the demand for the product in the region we are measuring is perfectly quantity demanded does not 
inelastic. Figure 5.2(a) illustrates the perfectly inelastic demand for insulin. Because quantity respond at all to a change 
demanded does not change at all when price changes, the demand curve is a vertical line. in price. 

perfectly inelastic 

TABLE 5.1 Hypothetical Demand Elasticities for Four Products 

% Change % Change in 
in Price Quantity Demanded Elasticity 

Product * (% AP) (% AQ,) (% A Qp + %AP) 

Insulin : +10% % .0 —— > Perfectly inelastic 
Basic telephone service +10% -1% -.1 ——- > Inelastic 

Beef +10% -10% -1.0 —— Unitarily elastic 

Bananas +10% -30% =3 0 a la Stic 

a. Perfectly inelastic demand b. Perfectly elastic demand 

P| P 

D 

a a D 

0 Q 0 Q 

Quantity of insulin demanded Quantity of wheat demanded 

FIGURE 5.2 Perfectly Inelastic and Perfectly Elastic Demand Curves 

Figure 5.2(a) shows a perfectly inelastic demand curve for insulin. Price elasticity of demand is zero. Quantity 

demanded is fixed; it does not change at all when price changes. Figure 5.2(b) shows a perfectly elastic demand 

~ curve facing a wheat farmer. A tiny price increase drives the quantity demanded to zero. In essence, perfectly 

elastic demand implies that individual producers can sell all they want at the going market price but cannot | 

charge a higher price. 
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inelastic demand 
Demand that responds 

somewhat, but not a great 

deal, to changes in price. 
Inelastic demand always has a 

numerical value between zero 

evatel— ll? 

unitary elasticity A 
demand relationship in which 

the percentage change in 

quantity of a product 

demanded is the same as the 

percentage change in price in 

absolute value (a demand 

elasticity of —1). 

elasticdemand A 
demand relationship in which 

the percentage change in 

quantity demanded is larger 

than the percentage change in 
price in absolute value (a 

demand elasticity with an 

absolute value greater than 1). 

perfectly elastic demand 
Demand in which quantity 

drops to zero at the slightest 

increase in price. 

Unlike insulin, basic telephone service is generally considered a necessity, but not an absolute 

necessity. If a 10 percent increase in telephone rates results in a 1 percent decline in the quantity 

of service demanded, demand elasticity is (—1 + 10) =—.1. 

When the percentage change in quantity demanded is smaller in absolute size than the 

percentage change in price, as is the case with telephone service, elasticity is less than 1 in 

absolute size.! When a product has an elasticity between zero and —1, we say that demand is 

inelastic. The demand for basic telephone service in our example is inelastic at —.1. Stated sim- 

ply, inelastic demand means that there is some responsiveness of demand, but not a great deal, 

to a change in price. 

A warning: You must be very careful about signs. Because it is generally understood that 

demand elasticities are negative (demand curves have a negative slope), they are often reported 

and discussed without the negative sign. For example, a technical paper might report that the 

demand for housing “appears to be inelastic with respect to price, or less than 1 (.6).” What the 

writer means is that the estimated elasticity is —.6, which is between zero and —1. Its absolute 

value is less than 1. 
Returning to Table 5.1 on p. 91, we see that a 10 percent increase in beef prices drives down 

the quantity of beef demanded by 10 percent. Demand elasticity is thus (—10 + 10) = —1 in the 

region we are measuring. When the percentage change in quantity of product demanded is the 

same as the percentage change in price in absolute value, we say that the demand for that product 

has unitary elasticity. The elasticity is minus one (—1). As Table 5.1 shows, the demand for beef 

has unitary elasticity. 
When the percentage change in quantity demanded is larger than the percentage change in 

price in absolute value, we say that demand is elastic. The demand for bananas, for example, is 

likely to be quite elastic because there are many substitutes for bananas—other fruits, for 

instance. If a 10 percent increase in the price of bananas leads to a 30 percent decrease in the 

quantity of bananas demanded, the price elasticity of demand for bananas is (—30 + 10) = —3. 

When the absolute value of elasticity exceeds 1, demand is elastic. 

Finally, if a small increase in the price of a product causes the quantity demanded to drop 

immediately to zero, demand for that product is said to be perfectly elastic. Suppose, for exam- 

ple, that you produce a product that can be sold only at a predetermined fixed price. If you 
charged even one penny more, no one would buy your product because people would simply buy 

from another producer who had not raised the price. This is very close to reality for farmers, who 

cannot charge more than the current market price for their crops. 

A perfectly elastic demand curve is illustrated in Figure 5.2(b) on p. 91. Because the quantity 

demanded drops to zero above a certain price, the demand curve for such a good is a horizontal 
line. A good way to remember the difference between the two “perfect” elasticities is 

Calculating Elasticities 
Elasticities must be calculated cautiously. Return for a moment to the demand curves in Figure 5.1 on 
p: 90. The fact that these two identical demand curves have dramatically different slopes should be 
enough to convince you that slope is a poor measure of responsiveness. As we will see shortly, a given 
straight line, which has the same slope all along it, will show different elasticities at various points. 

The concept of elasticity circumvents the measurement problem posed by the graphs in 
Figure 5.1 by converting the changes in price and quantity to percentage changes. Recall that elas- 
ticity of demand is the percentage change in quantity demanded divided by the percentage change 
in price. 

' The term absolute size or absolute value means ignoring the sign. The absolute value of —4 is 4; the absolute value of —3.8 is 
greater than the absolute value of 2. 



Calculating Percentage Changes 
Because we need to know percentage changes to calculate elasticity, let us begin our example by 
calculating the percentage change in quantity demanded. Figure 5.1(a) shows that the quantity of 
steak demanded increases from 5 pounds (Q,) to 10 pounds (Q,) when price drops from $3 to 
$2 per pound. Thus, the change in quantity demanded is equal to Q, — Q,, or 5 pounds. 

To convert this change into a percentage change, we must decide on a base against which to 
ort the percentage. It is often convenient to use the initial value of quantity demanded (Q,) 
as the base. 

To calculate percentage change in quantity demanded using the initial value as the base, the 
following formula is used: 

% change in quantity demanded = pase oe eae x 100% 
Qi 

= as SL xX 100% 
Qi \ 

In Figure 5.1, Q, = 10 and Q, =5. Thus, 

% change in quantity demanded = X 100% = = <x 100% = 100% 

Expressing this equation verbally, we can say that an increase in quantity demanded from 
5 pounds to 10 pounds is a 100 percent increase from 5 pounds. Note that you arrive at exactly 
the same result if you use the diagram in Figure 5.1(b), in which quantity demanded is measured 
in ounces. An increase from Q, (80 ounces) to Q, (160 ounces) is a 100 percent increase. 

We can calculate the percentage change in price in a similar way. Once again, let us use the 
initial value of P—that is, P,—as the base for calculating the percentage. By using P, as the base, 
the formula for calculating the percentage of change in P is 

— — 

change in price 

Pi 
of P> aah 

: Se 1008 
’ P, 

lI % change in price x 100% 

In Figure 5.1(a), P, equals 2 and P, equals 3. Thus, the change in P, or AP, is a negative 

number: P, — P, = 2— 3 = —1. This is true because the change is a decrease in price. Plugging the 

values of P, and P, into the preceding equation, we get 

, Sia ara 
% change in price = mere Xx 100% = ae 100% = — 933.3% 

In other words, decreasing the price from $3 to $2 is a 33.3 percent decline. 

Elasticity Is a Ratio of Percentages 

Once the changes in quantity demanded and price have been converted to percentages, calculat- 

ing elasticity is a matter of simple division. Recall the formal definition of elasticity: 

% change in quantity demanded 
price elasticity of demand = % change in price 

If demand is elastic, the ratio of percentage change in quantity demanded to percentage 
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change in price will have an absolute value greater than 1. If demand is inelastic, the ratio will | 

~ have an absolute value between 0 and 1. If the two percentages are equal, so that a given percent- | 

age change in price causes an equal percentage change in quantity demanded, elasticity is equal to 

—1; this is unitary elasticity. 
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midpoint formula A 

more precise way of calculating 

percentages using the value 

halfway between P, and P, for 

the base in calculating the 

percentage change in price and 

the value halfway between Q, 

and Q, as the base for 

calculating the percentage 

change in quantity demanded. 

Substituting the preceding percentages, we see that a 33.3 percent decrease in price leads to a 

100 percent increase in quantity demanded; thus, 

ihe +100% 
price elasticity of demand = —~7_- = —3.0 

DSROIO 

According to these calculations, the demand for steak is elastic when we look at the range 

between $2 and $3. 

The Midpoint Formula 

Although simple, the use of the initial values of P and Q as the bases for calculating percentage 

changes can be misleading. Let us return to the example of demand for steak in Figure 5.1(a), 

where we have a change in quantity demanded of 5 pounds. Using the initial value Q, as the base, 

we calculated that this change represents a 100 percent increase over the base. Now suppose that 

the price of steak rises to $3 again, causing the quantity demanded to drop back to 5 pounds. How 

much of a percentage decrease in quantity demanded is this? We now have Q, = 10 and Q, = 5. 

With the same formula we used earlier, we get 

change in quantity demanded 

Qi 
x 100% % change in quantity demanded = 

LIER ie 
Q) 

5 10 
= - X 100% = —50% 

10 

Thus, an increase from 5 pounds to 10 pounds is a 100 percent increase (because the initial value 

used for the base is 5), but a decrease from 10 pounds to 5 pounds is only a 50 percent decrease 

(because the initial value used for the base is 10). This does not make much sense because in both 

cases, we are calculating elasticity on the same interval on the demand curve. Changing the 

“direction” of the calculation should not change the elasticity. 

To describe percentage changes more accurately, a simple convention has been adopted. 

Instead of using the initial values of Q and P as the bases for calculating percentages, we use the 

midpoints of these variables as the bases. That is, we use the value halfway between P, and P, for 

the base in calculating the percentage change in price and the value halfway between Q, and 0, as 
the base for calculating percentage change in quantity demanded. 

Thus, the midpoint formula for calculating the percentage change in quantity demanded 
becomes 

change in quantity demanded 
% change in quantity demanded = (0, + Q))/2 xX 100% 

l 2 

OPQ 
a eee (Qi PON) ae 

Substituting the numbers from the original Figure 5.1(a), we get 

LOi eS 
% change in quantity demanded = + 10)/2 xX 100% = = X 100% = 66.7% 

Using the point halfway between P, and P, as the base for calculating the percentage change 
in price, we get 

SF he change in price 
% change in price = ——~————_ X_ 1009 

gt (PprrsP. a 2 Q 
P, say 

eee OM IO) 
rin YE e 



Substituting the numbers from the original Figure 5.1(a) yields 

% change in price = oe *X 100% = = x 100% = —40.09 (3' + 2)/2 pias Pile ci 
We can thus say that a change from a quantity of 5 to a quantity of 10 is a +66.7 percent 

change using the midpoint formula and that a change in price from $3 to $2 is a —40 percent 
change using the midpoint formula. 

Using these percentages to calculate elasticity yields 

: '¥ % i i price elasticity of demand = —°-h228¢ in quantity demanded _ 66.7% — a 
% change in price —40.0% 

Using the midpoint formula in this case gives a lower demand elasticity, but the demand remains 
elastic because the percentage change in quantity demanded is still greater than the percentage 
change in price in absolute size. 

The calculations based on the midpoint approach are summarized in Table 5.2. 

TABLE 5.2 Calculating Price Elasticity with the Midpoint Formula 

First, Calculate Percentage Change in Quantity Demanded (%AQ,,): 
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% change in change in quantity demanded Os = 0; rs 
F = * 100% = ———————_. X 100% _ Price elasticity compares the 

quantity demanded (Qi + Q:)/2 (Qi + Qs)/2 percentage jet et 
By substituting the numbers from Figure S.1(a): demanded and the percentage 

: . 5 ; ; 
% change in quantity demanded = ere X 100% = ra X 100% = 66.7% ——~m Shane in price. 

(5. + 10)/2 ibe, %AQD 66.7% 

Next, Calculate Percentage Change in Price (%AP): 

he ch ty a change in price es Pay 
ipeeanene: AO DTACE. ee cm ——— 1008 = —_———— X 100° 

me (P, + P,)/2 "+ POP 2 
By substituting the numbers from Figure 5.1(a): Demand is elastic 

: , Yoo, “ge 
% change in price = ————— X 100% = *X 100% = — 40.0% 

(3 + 2)/2 2.5 

Elasticity Changes Along a Straight-Line Demand Curve 

An interesting and important point is that elasticity changes from point to point along a 

demand curve even when the slope of that demand curve does not change—that is, even along a 

straight-line demand curve. Indeed, the differences in elasticity along a demand curve can be 

quite large. 
Before we go through the calculations to show how elasticity changes along a demand curve, 

it is useful to think why elasticity might change as we vary price. Consider again McDonald’s deci- 

sion to reduce the price of a Big Mac. Suppose McDonaid’s found that at the current price of $3, 

a small price cut would generate a large number of new customers who wanted burgers. Demand, 

in short, was relatively elastic. What happens as McDonald’s continues to cut its price? As the 

price moves from $2.50 to $2.00, for example, new customers lured in by the price cuts are likely 

to decrease; in some sense, McDonald’s will be running out of customers who are interested in its 

burgers at any price. It should come as no surprise that as we move down a typical straight-line 

demand curve, price elasticity falls. Demand becomes less elastic as price is reduced. This lesson 

has important implications for price-setting strategies of firms. 

Consider the demand schedule shown in Table 5.3 and the demand curve in Figure 5.3. 

Herb works about 22 days per month in a downtown San Francisco office tower. On the top floor 

of the building is a nice dining room. If lunch in the dining room were $10, Herb would eat there 

only twice a month. If the price of lunch fell to $9, he would eat there 4 times a month. (Herb 

would bring his lunch to work on other days.) If lunch were only a dollar, he would eat there 

20 times a month. 

Let us calculate price elasticity of demand between points A and B on the demand curve in 

Figure 5.3. Moving from A to B, the price of a lunch drops from $10 to $9 (a decrease of $1) and 

%AP  — — 40.0% 
=e 67, 

= Price elasticity of demand 
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‘TABLE 5.3. Demand Schedule for Office 

Dining Room Lunches 

Quantity Demanded 

Price (per Lunch) (Lunches per Month) 

$11 0 

= =) 

OrRFNWBRUAUHDN WC WO 

= i) 

> FIGURE 5.3 Demand 
Curve for Lunch at the 

Office Dining Room 
Between points A and B, demand 
is quite elastic at —6.4. Between 

points C and D, demand is quite 
inelastic at —.294. 

Price per lunch ($) 

0 ESE Ks AUN AE se NS 20) ae 

Number of lunches per month 

at the office dining room 

the number of dining room lunches that Herb eats per month increases from two to four (an 
increase of two). We will use the midpoint approach. 

First, we calculate the percentage change in quantity demanded: 

% change in quantity demanded = Soe Se X 100% 
(Qt O)y 2 

Substituting the numbers from Figure 5.3, we get 

4 2 ¥ 
% change in quantity demanded = —————— X 100% = — X 100% = 66.79 TE aaah a (2 + 4)/2 ae : ‘i 

Next, we calculate the percentage change in price: 

% change in price = peat ek xX 100% 
(Picks ice 

Substituting the numbers from Figure 5.3, we get 

% change in price = a x 100% = a X 100% = —10.5% (10 + 9)/2 9.5 



Finally, we calculate elasticity by dividing 

~ % change in quantity demanded 

% change in price 

66.7% 
= = 6.4 ~10.5% 

elasticity of demand 

The percentage change in quantity demanded is 6.4 times larger than the percentage change in 
price. In other words, Herb’s demand between points A and B is quite responsive; his demand 
between points A and B is elastic. 

Now consider a different movement along the same demand curve in Figure 5.3, Moving 
from point C to point D, the graph indicates that at a price of $3, Herb eats in the office dining 
room 16 times per month. If the price drops to $2, he will eat there 18 times per month. These 
changes expressed in numerical terms are exactly the same as the price and quantity changes 
between points A and B in the figure—price falls $1, and quantity demanded increases by two 
meals. Expressed in percentage terms, however, these changes are very different. 

By using the midpoints as the base, the $1 price decline is only a 10.5 percent reduction when 
price is around $9.50, between points A and B. The same $1 price decline is a 40 percent reduc- 
tion when price is around $2.50, between points C and D. The two-meal increase in quantity 
demanded is a 66.7 percent increase when Herb averages only 3 meals per month, but it is only an 
11.76 percent increase when he averages 17 meals per month. The elasticity of demand between 
points C and D is thus 11.76 percent divided by —40 percent, or —.294. (Work these numbers out 
for yourself by using the midpoint formula.) 

The percentage changes between A and B are very different from those between C and D, and 
so are the elasticities. Herb’s demand is quite elastic (—6.4) between points A and B; a 10.5 percent 
reduction in price caused a 66.7 percent increase in quantity demanded. However, his demand is 
inelastic (—.294) between points C and D; a 40 percent decrease in price caused only an 11.76 per- 

cent increase in quantity demanded. = 

Again, it is useful to keep in mind the underlying economics as well as the mathematics. At | 

high prices, there is a great deal of potential demand for the dining room to capture. Hence, | 

quantity is likely to respond well to price cuts. At low prices, everyone who is likely to come to the | 

dining room already has. —| 

Elasticity and Total Revenue 

Consider the oil-producing countries, which have had some success keeping oil prices high by 
controlling supply. To some extent, reducing supply and driving up prices has increased the total 

oil revenues to the producing countries. As a result, we might expect this strategy to work for 

everyone. If the organization of banana-exporting countries (OBEC) had done the same thing, 

however, the strategy would not have worked. 

Why? Suppose OBEC decides to cut production by 30 percent to drive up the world price of 

bananas. At first, when the quantity of bananas supplied declines, the quantity demanded is 

greater than the quantity supplied and the world price rises. The issue for OBEC, however, is how 

much the world price will rise. That is, how much will people be willing to pay to continue con- 

suming bananas? Unless the percentage increase in price is greater than the percentage decrease in 

output, the OBEC countries will lose revenues. 
A little research shows us that the prospects are not good for OBEC. There are many reason- 

able substitutes for bananas. As the price of bananas rises, people simply eat fewer bananas as 

they switch to eating more pineapples or oranges. Many people are simply not willing to pay a 

higher price for bananas. The quantity of bananas demanded declines 30 percent—to the new 

quantity supplied—after only a modest price rise, and OBEC fails in its mission; its revenues 

decrease instead of increase. 

We have seen that oil-producing countries often can increase their revenues by restricting 

supply and pushing up the market price of crude oil. We also argued that a similar strategy by 

_ banana-producing countries would probably fail. Why? The quantity of oil demanded is not as 

responsive to a change in price as is the quantity of bananas demanded. In other words, the 

demand for oil is more inelastic than is the demand for bananas. One of the very useful features 
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of elasticity is that knowing the value of price elasticity allows us to quickly see what happens to 

a firm’s revenue as it raises and cuts its prices. When demand is inelastic, raising prices will raise 

revenues; when (as in the banana case) demand is elastic, price increases reduce revenues. 

We can now use the more formal definition of elasticity to make more precise our argument 

of why oil producers would succeed and banana producers would fail as they raise prices. In any 

market, P x Q is total revenue (TR) received by producers: 

' TR=PXQ0 
total revenue = price X quantity 

tvs ie 

The oil producers’ total revenue is the price per barrel of oil (P) times the number of barrels its 

participant countries sell (Q). To banana producers, total revenue is the price per bunch times the 

number of bunches sold. 
When price increases in a market, quantity demanded declines. As we have seen, when price 

(P) declines, quantity demanded (Q,,) increases. This is true in all markets. The two factors, P and 

Q,, move in opposite directions: 

Ae ) : | ‘s effects of price changes Pi = Onn i 
Be Se —<—— | on quantity demanded: and / 

a | P| > Qt 

Because total revenue is the product of P and Q, whether TR rises or falls in response to a 

price increase depends on which is bigger: the percentage increase in price or the percentage 

decrease in quantity demanded. If the percentage decrease-in_quantity demanded is smaller 

than the percentage increase in price, total revenue will rise. This occurs when demand is 

inelastic. In this case, the percentage price rise simply outweighs the percentage quantity 
decline and P x Q = (TR) rises: 

| : Te x Qpl= TRI, 
a product with inelastic demand: 

> 

If, however, the percentage decline in quantity demanded following a price increase is larger 

than the percentage increase in price, total revenue will fall. This occurs when‘demand is elastic. 

The percentage price increase is outweighed by the percentage quantity decline: 
— aa, 

effect of price increase on 
| {Po <i nb ene ) a product with elastic demand: | 
aarti — 

The opposite is true for a price cut. When demand is elastic, a cut in price increases total 
revenues: 

effect of price cut on a product 

with elastic demand: 

When demand is inelastic, a cut in price reduces total revenues: 

| effect of price cut on a product 

with inelastic demand: YP anal ge & ‘ 1/ 
2 See 

Review the logic of these equations to make sure you thoroughly understand the reasoning. 
Having a responsive (or elastic) market is good when we are lowering price because it means that 
we are dramatically increasing our units sold. But that same responsiveness is unattractive as we 
contemplate raising prices because now it means that we are losing customers. And, of course, the 
reverse logic works in the inelastic market. Note that if there is unitary elasticity, total revenue is / 
unchanged if the price changes. 



With this knowledge, we can now see why reducing supply by the oil-producing countries 
was SO effective. The demand for oil is inelastic, Restricting the quantity of oil available led to a 
huge increase in the price of oil—the percentage increase was larger in absolute value than the 
percentage decrease in the quantity of oil demanded. Hence, oil producers’ total revenues went 
up. In contrast, a banana cartel would not be effective because the demand for bananas is elastic. 
A small increase in the price of bananas results in a large decrease in the quantity of bananas 
demanded and thus causes total revenues to fall. 

The Determinants of Demand Elasticity 
Elasticity of demand is a way of measuring the responsiveness of consumers’ demand to changes 
in price. As a measure of behavior, it can be applied to individual households or to market 
demand as a whole. You love peaches, and you would hate to give them up. Your demand for 
peaches is therefore inelastic. However, not everyone is crazy about peaches; in fact, the market 
demand for peaches is relatively elastic. Because no two people have exactly the same preferences, 
reactions to price changes will be different for different people, which makes generalizations 
risky. Nonetheless, a few principles do seem to hold. 

Availability of Substitutes 
Perhaps the most obvious factor affecting demand elasticity is the availability of substitutes. 

Consider a number of farm stands lined up along a country road. If every stand sells fresh corn of 

roughly the same quality, Mom’s Green Thumb will find it very difficult to charge a price much 

higher than the competition charges because a nearly perfect substitute is available just down the 

road. The demand for Mom’s corn is thus likely to be very elastic: An increase in price will lead to 

a rapid decline in the quantity demanded of Mom’s corn. 

In the oil versus banana example, the demand for oil is inelastic in large measure due to the 

lack of substitutes. When the price of crude oil went up in the early 1970s, 130 million motor 

vehicles, getting an average of 12 miles per gallon and consuming over 100 billion gallons of gaso- 
line each year, were on the road in the United States. Millions of homes were heated with oil, and 

industry ran on equipment that used petroleum products. When the oil-producing countries 

(OPEC) cutproduction, the price of oil rose sharply. Quantity demanded fell somewhat, but 

price increased over 400 percent. What makes the cases of OPEC and OBEC different is the 

magnitude of the response in the quantity demanded to a change of price. 

In Table 5.1, we considered two products that have no readily available substitutes, local tele- 

phone service and insulin for diabetics. There are many others. Demand for these products is 

likely to be quite inelastic. 

The Importance of Being Unimportant 

When an item represents a relatively small part of our total budget, we tend to pay little attention 

to its price. For example, if you pick upa pack of mints once in a while, you might not notice an 

increase in price from 25 cents to 35 cents. Yet this is a 40 percent increase in price (33.3 percent 

using the midpoint formula). In cases such as these, we are not likely to respond very much to 

changes in price and demand is likely to be inelastic. 

The Time Dimension 

When the oil-producing nations first cut output and succeeded in pushing up the price of crude 

oil, few substitutes were immediately available. Demand was relatively inelastic, and prices rose 

substantially. During the last 30 years, however, there has been some adjustment to higher oil 

prices. Automobiles manufactured today get on average more miles per gallon, and some drivers 

have cut down on their driving. Millions of home owners have insulated their homes, most people 

have turned down their thermostats, and some people have explored alternative energy sources. 

Oil prices again rose dramatically during the weeks following Hurricane Katrina in 2005 

because of the disruption to oil refineries and oil rigs. Once again, the response of demand to the 
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ECONOMICS IN PRACTICE 

Who Are the Elastic Smokers? 
In the United States, taxes are 

imposed on cigarettes at the 

state level. As a result, there are 

large differences among states. 

In 2007, New Jersey imposed a 

tax of $2.57 per pack while 
South Carolina’s tax was only 

$0.07. The following article 
describes a proposal to raise 

taxes by $1.00 per pack in the 

state of Washington. 

We would expect an increase 

in the tax on cigarettes to increase 

their price to consumers. An 

interesting question from the 
point of view of health and tax revenue is how much a price increase lowers demand. One of the 

commentators in the article claims that increasing cigarette prices by 10 percent reduces youth 

smokers by 6-7 percent; this is an implied demand elasticity of —.6 (6%/10%). How do you think 

this compares to what we would expect from adult smokers? Many people would argue that 

because more young people are new smokers and because they have less money than adults, their 

demand for cigarettes would be more elastic. On the other hand, if peer pressure favors smoking, 

this could lower demand elasticity for youths. 
One problem that states face as they increase their cigarette taxes is that people will seek 

cigarette substitutes from cheaper areas. In Washington, the state pressured Indian tribes to 

raise the tribal tax rate on cigarettes to the overall state level. By making these substitutes to 

state-taxed cigarettes more expensive, the loss of customers in response to the state tax 

increase would be less. 

Bill aims to raise tax on cigarettes ‘ 

Seattle Times 

OLYMPIA—If lawmakers pass a House bill raising the state cigarette tax to $2.50 a pack, 

Washington would be the second most expensive place in the country to buy cigarettes. 

The proposed tax would raise the current $1.425 a pack by more than a dollar. The 

additional revenue would generate an estimated $300 million in two years for the state’s 

health-care fund, according to bill sponsors. Proponents also say the substantial tax 

would deter people from smoking, saving nearly $1 billion in future health-care costs. 

Eric Lindblom, manager for policy research at Campaign for Tobacco-Free Kids, said 
“raising cigarette prices is one of the quickest, most effective ways to reduce youth smoking.” 

Every time a state increases cigarette taxes by 10 percent, there is a 6 to 7 percent 
decrease in youth smokers, he said. 

By Christina Siderius, Seattle Times Olympia Bureau, February 25, 2005 

resulting higher gasoline prices took place slowly over time. This time many former SUV drivers 
switched to hybrids. 

All of this illustrates a very important point: The elasticity of demand in the short run may 
be very different from the elasticity of demand in the long run. In the longer run, demand is likely 
to become more elastic, or responsive, simply because households make adjustments over time 
and producers develop substitute goods. ia. 
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ECONOMICS IN PRACTICE 

| Elasticities at a Delicatessen in the Short 
Run and Long Run 
_ Frank runs a corner delicatessen and decides one Monday morning to raise the prices of his 
_ sandwiches by 10 percent. Since Frank knows a little economics, he expects that this price 
increase will cause him to lose some business, since demand curves slope down, but he 
decides to try it anyway. At the end of the day, Frank discovers that his revenue has, in fact, 
gone up in the sandwich department. Feeling pleased with himself, Frank hires someone to 
create signs showing the new prices for the sandwich department. At the end of the month, 
however, he discovers that sandwich revenue is way down. What is going on? 

The first thing to notice about this situation is that it poses a puzzle about what happens 
to revenue following a price increase. Seeing a linkage between price increases (or cuts) and 

_ revenue immediately leads an economist to think about elasticity. We remember from ear- 
lier in the chapter that when demand is elastic, (that is, an absolute value greater than 1), 
price increases reduce revenue because a small price increase will bring a large quantity 
decrease, thus depressing revenue. Conversely, when demand is inelastic (that is, an 
absolute value less than 1), price increases do little to curb demand and revenues rise. In 
this case, Monday’s price increase brings increases in revenue; therefore, this pattern tells us 
that the demand from Frank’s customers appears to be inelastic. In the longer term, how- 
ever, demand appears to be more elastic (revenue is down after a month). Another way to 
pose this puzzle is to ask why the monthly demand curve might have a different elasticity 
than the daily demand. 

To answer that question, you need to think about what determines elasticity. The most 

fundamental determinant of demand elasticity is the availability of substitutes. In this 

case, the product we are looking at is sandwiches. At first, you might think that the sub- 

stitutes for Monday’s sandwich would be the same as the substitutes for the sandwiches 
for the rest of the month. But this is not correct. Once you are in Frank’s store, planning 

to buy a sandwich, your demand tends to be relatively inelastic because your ability to 

substitute by going elsewhere or choosing a different lunch item is relatively limited. You 

have already come to the part of town where Frank’s Delicatessen is located, and you may 

already have chosen chips and a beverage to go along with your sandwich. Once you 

know that Frank’s sandwiches are expensive, you can make different plans, and this 

broadening of your substitute choices increases your elasticity. In general, longer-term 

demand curves tend to be more elastic than shorter-term curves because customers have 

more choices. 

The graph below shows the expected relationship between long-run and short-run 

demand for Frank’s sandwiches. Notice if you raise prices above the current level, 
the expected quantity change read off the short-run curve is less than that from the long- 

run curve. 
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_ income elasticity of 
demand A measure of the 
responsiveness of demand to 

changes in income. 

cross-price elasticity of 

demand A measure of the 

response of the quantity of one 

good demanded to a change in 

the price of another good. 

Other Important Elasticities 
So far, we have been discussing price elasticity of demand, which measures the responsiveness of 

quantity demanded to changes in price. However, as we noted earlier, elasticity is a general con- 

cept. If B causes a change in A and we can measure the change in both, we can calculate the elas- 

ticity of A with respect to B. Let us look briefly at three other important types of elasticity. 

Income Elasticity of Demand 

Income elasticity of demand, which measures the responsiveness of demand to changes in 

income, is defined as 

% change in quantity demanded 
income elasticity of demand = re 

% change in income 

Measuring income elasticity is important for many reasons. Government policy makers 

spend a great deal of time and money weighing the relative merits of different policies. During 

the 1970s, for example, the Department of Housing and Urban Development (HUD) conducted 

a huge experiment in four cities to estimate the income elasticity of housing demand. In this 
“housing allowance demand experiment,” low-income families received housing vouchers over 

an extended period of time and researchers watched their housing consumption for several years. 

Most estimates, including the ones from the HUD study, put the income elasticity of housing 

demand between .5 and .8. That is, a 10 percent increase in income can be expected to raise the 

quantity of housing demanded by a household by 5 percent to 8 percent. 

Income elasticities can be positive or negative. During periods of rising income, people increase 

their spending on some goods (positive income elasticity) but reduce their spending on other goods 
(negative income elasticity). The income elasticity of demand for jewelry is positive, while the income 

elasticity of demand for low-quality beef is negative. As incomes rise in many low-income countries, 

the birth rate falls, implying a negative income elasticity of demand for children. Also, as incomes rise 

in most countries, the demand for education and health care rises, a positive income elasticity. 

’ 

Cross-Price Elasticity of Demand . 

Cross-price elasticity of demand, which measures the response of quantity of one good 
demanded to a change in the price of another good, is defined as 

% change in quantity of Y demanded 
cross-price elasticity of demand = ah inpiine GRE 

© change in price o 

Like income elasticity, cross-price elasticity can be either positive or negative. A positive 

cross-price elasticity indicates that an increase in the price of X causes the demand for Y to rise. This 
implies that the goods are substitutes. For McDonald’s, Big Macs and Chicken McNuggets are substi- 
tutes with a positive cross-price elasticity. In our earlier example, as McDonald’s lowered the price of 
Big Macs, it saw a decline in the quantity of McNuggets sold as consumers substituted between the 
two meals. If cross-price elasticity turns out to be negative, an increase in the price of X causes a 
decrease in the demand for Y. This implies that the goods are complements. Hot dogs and football 
games are complements with a negative cross-price elasticity. 

As we have already seen, knowing the cross-price elasticity can be a very important part of 
a company’s business strategy. Sony and Toshiba recently competed in the market for high- 
definition DVD players: Sony’s Blu-ray versus Toshiba’s HD DVD. Both firms recognized that an 
important driver of a customer’s choice of a DVD player is movie price and availability. No one 
wants a new high-definition player if there is nothing to watch on it or if the price of movies is 
expensive. Inexpensive and available movies are a key complement to new DVD players. The 
cross-price elasticity of movies and high-definition DVD players is strong and negative. Sony 
won, and some observers think that Sony’s ownership of a movie studio gave it an important 
advantage. 
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Elasticity of Supply 
ze far, we have focused on the consumer part of the market. But elasticity also matters on the pro- 
ucer’s side. 

Elasticity of supply, which measures the response of quantity of a good supplied to a elasticity of supply A change in price of that good, is defined as measure of the response of 

quantity of a good supplied to 
— 

a \ f bs % change in quantity supplied _ achange in price of that good. h i ; ; \ elasticity of supply = paar hammer a ee ane A _ Likely to be positive in output \ Y%o change in price ' \ | markets. 
} 

\ Me 
In output markets, the elasticity of supply is likely to be a positive number—that is, a higher 

price leads to an increase in the quantity supplied, ceteris paribus. (Recall our discussion of — 
upward-sloping supply curves in the preceding two chapters. ) 

The elasticity of supply is a measure of how easily producers can adapt to a price increase and 
bring increased quantities to market. In some industries, it is relatively easy for firms to increase 
their output. Ballpoint pens fall into this category, as does most software that has already been 
developed. For these products, the elasticity of supply is very high. In the oil industry, supply is 
inelastic, much like demand. 

In input markets, however, some interesting problems arise in looking at elasticity. Perhaps 
the most studied elasticity of all is the elasticity of labor supply, which measures the response elasticity of labor supply 
of labor supplied to a change in the price of labor. Economists have examined household labor A measure of the response of 
supply responses to government programs such as welfare, Social Security, the income tax system, labor supplied to a change in 
need-based student aid, and unemployment insurance. the price of labor. 

In simple terms, the elasticity of labor supply is defined as 

- 

o senestredlah ; % change in quantity of labor supplied 
ity of labor SM ies adheee > eoebred Doiaies coteadaaad I Cait 

| rs eg Ss % change in the wage rate 

It seems reasonable at first glance to assume that an increase in wages increases the quantity of 
labor supplied. That would imply an upward-sloping supply curve and a positive labor supply Q 

elasticity, but this is not necessarily so. An increase in wages makes workers better off: They can 
work the same number of hours and have higher incomes. One of the things workers might like to 

“buy” with that higher income is more leisure time. “Buying” leisure simply means working fewer 

hours, and the “price” of leisure is the lost wages. Thus, it is quite possible that to some groups, an 

increase in wages above some level will lead to a reduction in the quantity of labor supplied. 

Looking Ahead 
The purpose of this chapter was to convince you that measurement is important. If all we can say 

is that a change in one economic factor causes another to change, we cannot say whether the 

change is important or whether a particular policy is likely to work. The most commonly used 

tool of measurement is elasticity, and the term will recur as we explore economics in more depth. 

We now return to the study of basic economics by looking in detail at household behavior. 

Recall that households demand goods and services in product markets but supply labor and sav- 
} 

ings in input or factor markets. — 

oo SUMMARY 

1. Elasticity is a general measure of responsiveness that can be 2. The slope of a demand curve is an inadequate measure of 

used to quantify many different relationships. If one variable responsiveness because its value depends on the units of 

A changes in response to changes in another variable B, the measurement used. For this reason, elasticities are calculated 

elasticity of A with respect to B is equal to the percentage using percentages. 

change in A divided by the percentage change in B. 
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PRICE ELASTICITY OF DEMAND ». 90 in price and total revenue (P x Q) will fall. If demand is 

; i i ice increase will increase total revenue. 
3. Price elasticity of demand is the ratio of the percentage inelastic, a price inc 

change in quantity demanded of a good to the percentage 10. If demand is elastic, a price cut will cause quantity 

change in price of that good. demanded to increase by a greater percentage than the per- 

4, Perfectly inelastic demand is demand whose quantity Se ine ra yale eho se If 

demanded does not respond at all to changes in price; its See Nee q 
merical value is zero demanded to increase by a smaller percentage than the per- 

: centage decrease in price and total revenue will fall. 
5. Inelastic demand is demand whose quantity demanded 

responds somewhat, but not a great deal, to changes in price; 

its numerical value is between zero and —1. THE DETERMINANTS OF. DEMAND ELASTICITY p. 9 
11. The elasticity of demand depends on (1) the availability of 

substitutes, (2) the importance of the item in individual 

budgets, and (3) the time frame in question. 

6. Elastic demand is demand in which the percentage change in 
quantity demanded is larger in absolute value than the per- 
centage change in price. Its numerical value is less than —1. 

7. Unitary elasticity of demand describes a relationship in 
which the percentage change in the quantity of a product OTHER IMPORTANT ELASTICITIES p. 102 

demanded is the same as the percentage change in price; 12. There are several important elasticities. Income elasticity of 

unitary elasticity has a numerical value of —1. demand measures the responsiveness of the quantity 

8. Perfectly elastic demand describes a relationship in which a demanded with respect to changes in income. Cross-price 
small increase in the price of a product causes the quantity elasticity of demand measures the response of the quantity of 

demanded for that product to drop to zero. one good demanded to a change in the price of another 

good. Elasticity of supply measures the response of the quan- 
: tity of a good supplied to a change in the price of that good. 

CAR aD INGE Da UB es The elasticity of labor supply measures the response of the 
9. If demand is elastic, a price increase will reduce the quantity quantity of labor supplied to a change in the price of labor. 

demanded by a larger percentage than the percentage increase 

REVIEW TERMS AND CONCEPTS 

cross-price elasticity of demand, p. 102 elasticity of supply, p. 103 perfectly elastic demand, p. 92 

elastic demand, p. 92 income elasticity of demand, p. 102 perfectly inelastic demand, p. 91 

elasticity, p. 89 inelastic demand, p. 92 price elasticity of demand, p. 91 

elasticity of labor supply, p. 103 midpoint formula, p. 94 unitary elasticity, p. 92. » 
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Visit www.myeconlab.com to complete the problems marked in orange online. You will receive 

instant feedback on your answers, tutorial help, and access to additional practice problems. SA imyeconiab 

@} Fill in the missing amounts in the following table: b. Would you recommend that beer stands cut prices to 
increase revenues at 49ers fo 2 a CHAM See rs football games next year 

IN PRICE IN QUANTITY ELASTICITY Using the midpoint formula, calculate elasticity for each of the 
Demand for Bea & jerty’s +10% 12% "7 following changes in demand by a household. 
Ice Cream 

Demand for beer at San —20% b. = “A Pa Qi & Francisco 49ers football games Demand for: 
Demand for Broadway theater c. —15% Slt a. Long-distance $0.25 $0.15 300 min. 400 min. tickets in New York telephone service permin. permin. permonth per month 
Supply of chickens +10% d. +12 b. Orange juice 1.49 1.89 14 qt 12 gt 
Supply of beef cattle ~15% ~10% e. perqr = perqt = permonth _ per month 

c. Big Macs 2.89 1.00 3 perweek 6 per week 

®) Use the table in the preceding problem to defend your answers d. Cooked shrimp $9 $12 2 Ib 1.5 Ib 
to the following questions: peel? oak Bons aia 
a. Would you recommend that Ben & Jerry’s move forward 

with a plan to raise prices if the company’s only goal is to 
increase revenues? 

4. A sporting goods store has estimated the demand curve for a 
popular brand of running shoes as a function of price. Use the 
diagram to answer the questions that follow. 



For each of the following scenarios, decide whether you agree or 

Price per pair ($) 

9 100 200 300 400 500 600 

Shoe sales per week 

a. Calculate demand elasticity using the midpoint formula 
between points A and B, between points C and D, and 
between points E and F. 

b. If the store currently charges a price of $50, then increases 
that price to $60, what happens to total revenue from shoe 
sales (calculate P x Q before and after the price change)? 
Repeat the exercise for initial prices being decreased to $40 
and $20, respectively. 

c. Explain why the answers to a. can be used to predict the 
answers to b. 

disagree and explain your answer. 

a. If the elasticity of demand for cocaine is —.2 and the Drug 

Enforcement Administration succeeds in reducing supply 

substantially, causing the street price of the drug to rise by 

50%, buyers will spend less on cocaine. 

b. Every year Christmas tree vendors bring tens of thousands of 

trees from the forests of New England to New York City and 

Boston. During the last two years, the market has been very 

competitive; as a result, price has fallen by 10 percent. If the 

price elasticity of demand was —1.3, vendors would lose rev- 

enues altogether as a result of the price decline. 

c. If the demand for a good has unitary elasticity, or elasticity 

is —1, it is always true that an increase in its price will lead to 

more revenues for sellers taken as a whole. 

@ For the following statements, decide whether you agree or dis- 

Price 

Price 

agree and explain your answer. 

a. The demand curve pictured here is elastic. 

Demand 

Quantity 

b. If supply were to increase slightly in the following diagram, 

prices would fall and firms would earn less revenue. 

Supply 

Demand 
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Taxicab fares in most cities are regulated. Several years ago taxi- 
cab drivers in Boston obtained permission to raise their fares 
10 percent, and they anticipated that revenues would increase by 
about 10 percent as a result. They were disappointed, however. 
When the commissioner granted the 10 percent increase, rev- 
enues increased by only about 5 percent. What can you infer 
about the elasticity of demand for taxicab rides? What were 
taxicab drivers assuming about the elasticity of demand? 

@J Studies have fixed the short-run price elasticity of demand for 

10. 

gasoline at the pump at —.20. Suppose that international hostili- 
ties lead to a sudden cutoff of crude oil supplies. As a result, U.S. 
supplies of refined gasoline drop 10 percent. 
a. If gasoline were selling for $2.60 per gallon before the cutoff, 

how much of a price increase would you expect to see in the 
coming months? 

b. Suppose that the government imposes a price ceiling on gas 

at $2.60 per gallon. How would the relationship between 
consumers and gas station owners change? 

. Prior to 2005, it seemed like house prices always rose and never fell. 
When the demand for housing increases, prices in the housing 

market rise but not always by very much. For prices to rise sub- 

stantially, the supply of housing must be relatively inelastic. That is, 

if the quantity supplied increases rapidly whenever house prices 

rise, price increases will remain small. Many have suggested gov- 

ernment policies to increase the elasticity of supply. What specific 

policies might hold prices down when demand increases? Explain. 

For each of the following statements, state the relevant elasticity 

and state what its value should be (negative, positive, greater 

than one, zero, and so on). 

a. The supply of labor is inelastic but slightly backward-bending. 

b. The demand for BMWs in an area increases during times of 

rising incomes just slightly faster than income rises. 

c. The demand for lobsters falls when lobster prices rise (ceteris 

paribus), but the revenue received by restaurants from the 

sale of lobsters stays the same. 

d. Demand for many goods rise when the price of substi- 

tutes rise. 

e. Land for housing development near Youngstown, Ohio, is in 

plentiful supply. At the current price, there is essentially an 

infinite supply. 

GB [Related to the Economics in Practice on p. 100] A number of 

towns in the United States have begun charging their residents for 

garbage pickup based on the number of garbage cans filled per 

week. The town of Chase decided to increase its per-can price 

from 10 cents to 20 cents per week. In the first week, Chase found 

that the number of cans that were brought to the curb fell from 

550 to 525 (although the city workers complained that the cans 

were heavier). The town economist ran the numbers, informed 

the mayor that the demand for disposal was inelastic, and recom- 

mended that the city raise the price more to maximize town rev- 

enue from the program. Six months later, at a price of 30 cents 

per can, the number of cans has fallen to 125 and town revenues 

are down. What might have happened? 

[Related to the Economics in Practice on p. 100] At Frank’s 

Delicatessen, Frank noticed that the elasticity of customers dif- 

fered in the short and longer term. Frank also noticed that his 

increase in the price of sandwiches had other effects on his 

store. In particular, the number of sodas sold declined while 

the number of yogurts sold went up. How might you explain 

this pattern? 

Quantity *Note: Problems marked with an asterisk are more challenging. 
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POINT ELASTICITY (OPTIONAL) 

Two different elasticities were calculated along the demand curve 

in Figure 5.3 on p. 96. Between points A and B, we discovered 

that Herb’s demand for lunches in the fancy dining room was 

very elastic: A price decline of only 10.5 percent resulted in his 

eating 66.7 percent more lunches in the dining room (elasticity = 

—6.4). Between points C and D, however, on the same demand 

curve, we discovered that his demand for meals was very inelastic: 

A price decline of 40 percent resulted in only a modest increase in 

lunches consumed of 11.76 percent (elasticity = —0.294). 

Now consider the straight-line demand curve in Figure 5A.1. 

We can write an expression for elasticity at point C as follows: 

AQ AQ 
—-100 Ss 

elastici ate ge. Q = Q ae AQ Pi 
Tete? Sip ABE eB oe APL Gh 

P P, 

AQ/AP is the reciprocal of the slope of the curve. Slope in 

the diagram is constant along the curve, and it is negative. To 

calculate the reciprocal of the slope to plug into the previous 

elasticity equation, we take Q,B, or M, and divide by minus the 

length of line segment CQ,. Thus, 

AQ_ M. 
NPA 5GO, 

Since the length of CQ, is equal to P,, we can write 

Bs, 
APo* Pp, 

By substituting, we get 

oe M, P, M, Py M, 

elasticity = . = peel ipe i|erad 

Py Q\ P, M> M> 

(The second equal sign uses the fact that Q, equals M, in 
Figure 5A.1.) 

Elasticity at point C is simply the ratio of line segment M, 

to line segment M., It is easy to see that if we had chosen a point 

to the left of Q;, M, would have been larger and M, would have 

been smaller, indicating a higher elasticity. If we had chosen a 

point to the right of Q,, M, would have been smaller and M, 
would have been larger, indicating a lower elasticity. 

In Figure 5A.2, you can see that elasticity is unitary (equal to 

—1) at the midpoint of the demand curve, Q,. At points to the 

right, such as Q,, segment Q,C (M, from Figure 5A.1) is smaller 

than segment 0Q, (M, from Figure 5A.1). This means that the 

absolute size of the ratio is less than 1 and that demand is inelastic 

Price per unit 

Units of output 

a FIGURE 5A.1 Elasticity at a Point Along a 
Demand Curve 

at point A. At points to the left, such as Q,, segment Q,C (M,) is 

larger than segment 0Q, (M,). This means that the absolute size 

of the ratio is greater than I and that demand is elastic at point B. 

Compare the results here with the results using the mid- 

point formula for elasticity for Herb. 

Price per unit 

Demand 

Q; 
Midpoint 

Units of output 

4 FIGURE SA.2 Point Elasticity Changes Along a 
Demand Curve 
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The Market System 
Choices Made by 

Households and Firms 

Now that we have discussed the basic forces of supply and demand, we can explore the 
underlying behavior of the two fundamental decision-making units in the economy: house- 
holds and firms. 

Figure II.1 presents a diagram of a simple competitive economy. The figure is an 
expanded version of the circular flow diagram first presented in Figure 3.1 on p. 47. It is 
designed to guide you through Part II (Chapter 6 through Chapter 12) of this book. You will 

Output supply 

oo 2)¢ 
poe D 500 
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Investment 

(capital Reoraret? 

(product) markets 

Goods and services 
markets 

Output ~ <3 
Output demand — 

tee 

Households 

Labor supply 

Savings im. 

(capital supply) 

Capital market 
(financial markets) yd 

S| 
K 

Input markets 

Wealth 

a FIGURE II.1 Firm and Household Decisions 

Households demand in output markets and supply labor and capital in input markets. To simplify our analy- 

sis, we have not included the government and international sectors in this circular flow diagram. These topics 
2 

will be discussed in detail later. 
107 



see the big picture more clearly if you follow this diagram closely as you work your way 

through this part of the book. 

Recall that households and firms interact in two kinds of markets: output (product) 

markets, shown at the top of Figure II.1, and input (factor) markets, shown at the bottom. 

Households demand outputs and supply inputs. In contrast, firms supply outputs and 

demand inputs. Chapter 6 explores the behavior of households, focusing first on household 

demand for outputs and then on household supply in labor and capital markets. 

| The remaining chapters in Part II focus on firms and the interaction between firms and 

households. Chapter 7 through Chapter 9 analyze the behavior of firms in output markets in 

| both the short run and the long run. Chapter 10 focuses on the behavior of firms in input 

markets in general, especially the labor and land markets. Chapter 11 discusses the capital 

market in more detail. Chapter 12 puts all the pieces together and analyzes the functioning 

of a complete market system. Following Chapter 12, Part III of the book relaxes many 

assumptions and analyzes market imperfections as well as the potential for and pitfalls of 

government involvement in the economy. The plan for Chapter 6 through Chapter 19 is out- 

lined in Figure II.2. 
Recall that throughout this book, all diagrams that describe the behavior of households 

are drawn or highlighted in blue. All diagrams that describe the behavior of firms are drawn 

or highlighted in red. Look carefully at the supply and demand diagrams in Figure II.1; 

notice that in both the labor and capital markets, the supply curves are blue. The reason is 

that labor and capital are supplied by households. The demand curves for labor and capital 

are red because firms demand these inputs for production. 

Perfectly Competitive Markets Market Imperfections 

pwr [OS and the Role of 

___ CHAPTER 6 Weer __, CHAPTER 9 Tae Government 
. | i. 

_ Household Behavior | Equilibrium CHAPTERS 13-18 | 

| | _ in Competitive = =z 
_ ¢ Demand in | _ Output Markets : Market 
| output markets | | Imperfections | 
oe Supply in | e Short run _ and the Role of 

input markets _ Long run | (CHAPTER 12. \ | Government | 

ee je | The ¢ Imperfett market 

_ Competitive structures | 

_ Market System oe - Monopoly | 
| _ ™ = Monopolistic | 

ae oe ¢ General equilibrium | competition | 

CHAPTERS 7-8 \ | CHAPTERS 10-11 _ and efficiency - Oligopoly 
coe oo) | ¢ Externalities, public | 

Firm Behavior Competitive ee — goods, imperfect | 

_ Input Markets he __ information, social 
_ | © Choice of technology choice | | 
_ | © Supply in : ¢ Labor/land i Income distribution 

output markets , * Capital be and poverty | 
¢ Demand in [ _ © Public finance: the 
input markets economics of taxation | 

# FIGURE II.2 Understanding the Microeconomy and the Role of Government 
To understand how the economy works, it helps to build from the ground up. We start in Chapters 6-8 
with an overview of household and firm decision making in simple perfectly competitive markets. In 
Chapters 9-11, we see how firms and households interact in output markets (product markets) and input 
markets (labor/land and capital) to determine prices, wages, and profits. Once we have a picture of howa 
simple perfectly competitive economy works, we begin to relax assumptions. Chapter 12 is a pivotal chapter 
that links perfectly competitive markets with a discussion of market imperfections and the role of govern- 
ment. In Chapters 13-19, we cover the three noncompetitive market structures (monopoly, oligopoly, and 
monopolistic competition), externalities, public goods, uncertainty and asymmetric information, and income 
distribution as well as taxation and government finance. 
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perfect knowledge The 

In Figure II.1, much of the detail of the real world is stripped away just as it is ona 
highway map. A map is a highly simplified version of reality, but it is a very useful tool 
when you need to know where you are. Figure II.1 is intended to serve as a map to help 
you understand basic market forces before we add more complicated market structures 
and government. 

Before we proceed with our discussion of household choice, we need to make a few 
basic assumptions. These assumptions pertain to all of Chapters 6 through Chapter 12. 

We first assume that households and firms possess all the information they need to 
make market choices. Specifically, we assume that households possess knowledge of the 
qualities and prices of everything available in the market. Firms know all that there is to 
know about wage rates, capital costs, and output prices. This assumption is often called the 
assumption of perfect knowledge. 

The next assumption is perfect competition. Perfect competition is a precisely 
defined form of industry structure. (The word perfect here does not refer to virtue. It simply 
means “total” or “complete.”) In a perfectly competitive industry, no single firm has control 
over prices. That is, no single firm is large enough to affect the market price of its product or 
the prices of the inputs that it buys. This follows from two characteristics of competitive 
industries. First, a competitive industry is composed of many firms, each one small relative 
to the size of the industry. Second, every firm in a perfectly competitive industry produces 
exactly the same product; the output of one firm cannot be distinguished from the output of 
the others. Products in a perfectly competitive industry are said to be homogeneous. 

These characteristics limit the decisions open to competitive firms and simplify the 
analysis of competitive behavior. Because all firms in a perfectly competitive industry pro- 
duce virtually identical products and because each firm is small relative to the market, per- 
fectly competitive firms have no control over the prices at which they sell their output. By 
taking prices as a given, each firm can decide only how much output to produce and how to 
produce it. 

Consider agriculture, the classic example of a perfectly competitive industry. A wheat 

farmer in South Dakota has absolutely no control over the price of wheat. Prices are deter- 
mined not by the individual farmers, but by the interaction of many suppliers and many 

demanders. The only decisions left to the wheat farmer are how much wheat to plant and 
when and how to produce the crop. 

We finally assume that each household is small relative to the size of the market. 

Households face a set of product prices that they individually cannot control. Prices again 

are set by the interaction of many suppliers and many demanders. 

By the end of Chapter 10, we will have a complete picture of an economy, but it will be 

based on this set of fairly restrictive assumptions. At first, this may seem unrealistic to you, 

but keep the following in mind. Much of the economic analysis in the chapters that follow 

applies to all forms of market structure. Indeed, much of the power of economic reasoning 
is that it is quite general. As we continue in microeconomics, in Chapters 13-14, we will 

define and explore several different kinds of market organization and structure, including 

monopoly, oligopoly, and monopolistic competition. Because monopolists, oligopolists, 

monopolistic competitors, and perfect competitors share the objective of maximizing prof- 

its, it should not be surprising that their behavior is in many ways similar. We focus here on 

perfect competition because many of these basic principles are easier to learn using the sim- 

piest of cases. 

homogeneous 
products Undifferentiated 

perfect competition An 

industry structure in which assumption that households 

possess a knowledge of the 

qualities and prices of 

everything available in the 

market and that firms have all 

available information 

concerning wage rates, capital 

costs, and output prices. 

there are many firms, each 

being small relative to the 

industry and producing 

virtually identical products, 

and in which no firm is large 

enough to have any control 

over prices. 

outputs; products that are 

identical to or 

indistinguishable from one 

another. 
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~Household Behavior 
and Consumer Choice 

Every day people in a market econ- 

omy make decisions. Some of those 

decisions involve the products they 

plan to buy: Should you buy a Coke 

for lunch or just drink water? 

Should you purchase a laptop com- 

puter or stick with your old desktop? 
Some decisions are about the labor 

market: Should you continue your 

schooling or go to work instead? If 

you do start working, how much 

should you work? Should you work 

more when you get a raise or just 

take it easy? Many decisions involve 

a time element. If you decide to buy 

a laptop, you may have to use your 

savings or borrow money. That will leave you with fewer choices about what you can buy in the 

future. On the other hand, the laptop itself is an investment. 

To many people, the decisions listed in the previous paragraph seem very different from one 

another. As you will see in this chapter, however, from an economics perspective, these decisions 

have a great deal in common. In this chapter, we will develop a set of principles that can be used 

to understand decisions in the product market and the labor market—decisions for today and for 
the future. 

As you read this chapter, you might want to think about some of the following questions, 

questions that you will be able to answer by chapter’s end. Baseball, even when it was more pop- 

ular than it is today, was never played year-round. Indeed, no professional sport has a year-round 

season. Is this break necessary to give the athletes a rest, or is there something about household 

choice that helps explain this pattern? When the price of gasoline rises, people drive less, but one 

study suggests that they also switch from brand name products to generics or store brands.! Why 

might this be? Studying household choice will help you understand many decisions that under- 

pin our market economy. 

Household Choice in Output Markets 
Every household must make three basic decisions: 

1. How much of each product, or output, to demand 

2. How much labor to supply 

3. How much to spend today and how much to save for the future 

As we begin our look at demand in output markets, you must keep in mind that the choices 

underlying the demand curve are only part of the larger household choice problem. Closely 

related decisions about how much to work and how much to save are equally important and must 

be made simultaneously with output-demand decisions. 

1 Dora Gicheva, Justine Hastings, and Sofia Villas-Boas, “Revisiting the Income Effect: Gasoline Prices and Grocery Purchases,” 

NBER Working Paper No. 13614, October 2007. 
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budget constraint The 

limits imposed on household 

choices by income, wealth, and 

product prices. 

The Determinants of Household Demand 

As we saw in Chapter 3, several factors influence the quantity of a given good or service 

demanded by a single household: 

w The price of the product 

m The income available to the household 

w The household’s amount of accumulated wealth 

m The prices of other products available to the household 

m The household’s tastes and preferences 

m The household’s expectations about future income, wealth, and prices 

Recall that demand schedules and demand curves express the relationship between quantity 

demanded and price, ceteris paribus. A change in price leads to a movement along a demand 

curve. Changes in income, in other prices, or in preferences shift demand curves to the left or 

right. We refer to these shifts as “changes in demand.” However, the interrelationship among these 

variables is more complex than the simple exposition in Chapter 3 might lead you to believe. 

The Budget Constraint 

Before we examine the household choice process, we need to discuss what choices are open and 

not open to households. If you look carefully at the list of items that influence household demand, 

you will see that the first four actually define the set of options available. Information on house- 

hold income and wealth, together with information on product prices, makes it possible to distin- 

guish those combinations of goods and services that are affordable from those that are not.” 
Income, wealth, and prices thus define what we call household budget constraint. The 

budget constraint facing any household results primarily from limits imposed externally by one 

or more markets. In competitive markets, for example, households cannot control prices; they 

must buy goods and services at market-determined prices. A household has some control over its 

income: Its members can choose whether to work, and they can sometimes decide how many 

hours to work and how many jobs to hold. However, constraints exist in the labor market too. 

The amount that household members are paid is limited by current market wage rates. Whether 

they can get a job is determined by the availability of jobs. . 

Although income does depend, at least in part, on the choices that households make, we will 

treat it as a given for now. Later in this chapter, we will relax this assumptionand explore labor 
supply choices in more detail. 

The income, wealth, and price constraints that surround choice are best illustrated with an 

example. Consider Barbara, a recent graduate of a midwestern university who takes a job as an 

account manager at a public relations firm. Let us assume that she receives a salary of $1,000 per 

month (after taxes) and that she has no wealth and no credit. Barbara’s monthly expenditures are 
limited to her flow of income. Table 6.1 summarizes some of the choices open to her. 

TABLE 6.1 Possible Budget Choices of a Person Earning $1,000 per Month After Taxes 

Other 
Option Monthly Rent Food Expenses Total Available? 

A $ 400 $250 $350 $1,000 Yes 
B 600 200 200 1,000 Yes 
& 700 150 150 1,000 Yes 
D 1,000 100 100 1,200 No 

A careful search of the housing market reveals four vacant apartments. The least expensive is 
a one-room studio with a small kitchenette that rents for $400 per month, including utilities 
(option A). If she lived there, Barbara could afford to spend $250 per month on food and still 
have $350 left over for other things. 

5 peer soar" : : Remember that we drew the distinction between income and wealth in Chapter 3. Income is the sum of household earnings 
within a given period; it is a flow variable. In contrast, wealth is a stock variable; it is what a household owns minus what it owes 
at a given point in time. 
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About four blocks away is a one-bedroom apartment with wall-to-wall carpeting and a 
larger kitchen. It has more space, but the rent is $600, including utilities. If Barbara took this 
apartment, she might cut her food expenditures by $50 per month and have only $200 per month 
left for everything else. 

In the same building as the one-bedroom apartment is an identical unit on the top floor of the 
building with a balcony facing west toward the sunset. The balcony and view add $100 to the monthly 
rent. To live there, Barbara would be left with only $300 to split between food and other expenses. 

Just because she was curious, Barbara looked at a townhouse in the suburbs that was renting 
for $1,000 per month. Obviously, unless she could get along without eating or doing anything 
else that cost money, she could not afford it. The combination of the townhouse and any amount 
of food is outside her budget constraint. 

Notice that we have used the information that we have on income and prices to identify dif- 
ferent combinations of housing, food, and other items that are available to a single-person house- 
hold with an income of $1,000 per month. We have said nothing about the process of choosing. 
Instead, we have carved out what is called a choice set or opportunity set, the set of options choice set or \ 
that is defined and limited by Barbara’s budget constraint. opportunity set Theset | 

of options that is defined and | 

Preferences, Tastes, Trade-Offs, and Opportunity Cost So far, we have identi-_li™ited by a budget constraint. 
fied only the combinations of goods and services that are and are not available to Barbara. Within ee 

the constraints imposed by limited incomes and fixed prices, however, households are free to 

choose what they will and will not buy. Their ultimate choices are governed by their individual 
preferences and tastes. 

It will help you to think of the household choice process as a process of allocating income 

over a large number of available goods and services. Final demand of a household for any single 
product is just one of many outcomes that result from the decision-making process. Think, for 

example, of a demand curve that shows a household’s reaction to a drop in the price of air travel. 

During certain periods when people travel less frequently, special fares flood the market and 
many people decide to take trips that they otherwise would not have taken. However, if you live in 

Florida and decide to spend $400 to visit your mother in Nashville, you cannot spend that $400 

on new clothes, dinners at restaurants, or a new set of tires. 
A change in the price of a single good changes the constraints within which households choose, 

and this may change the entire allocation of income. Demand for some goods and services may rise 

while demand for others falls. A complicated set of trade-offs lies behind the shape and position of 

a household,demand curve for a single good. Whenever a household makes a choice, it is weighing 

the good or service that it chooses against all the other things that the same money could buy. 

Consider again our young account manager and her options listed in Table 6.1. If she hates 

to cook, likes to eat at restaurants, and goes out three nights a week, she will probably trade off 

some housing for dinners out and money to spend on clothes and other things. She will probably 

rent the studio for $400. She may, however, love to spend long evenings at home reading, listen- 

ing to classical music, and sipping tea while watching the sunset. In that case, she will probably 

trade off some restaurant meals, evenings out, and travel expenses for the added comfort of the 

larger apartment with the balcony and the view. As long as a household faces a limited budget— | 

and all households ultimately do—the real cost of any good or service is the value of the other 

goods and services that could have been purchased with the same amount of money. The real cost 

of a good or service is its opportunity cost, and opportunity cost is determined by relative prices. | 

The Budget Constraint More Formally Ann and Tom are struggling graduate stu- 

dents in economics at the University of Virginia. Their tuition is paid by graduate fellowships. 

They live as resident advisers in a first-year dormitory, in return for which they receive an apart- 

ment and meals. Their fellowships also give them $200 each month to cover all their other 

expenses. To simplify things, let us assume that Ann and Tom spend their money on only two 

things: meals at a local Thai restaurant and nights at a local jazz club, The Hungry Ear. Thai meals 

go for a fixed price of $20 per couple. Two tickets to the jazz club, including espresso, are $10. 

As Figure 6.1 shows, we can graphically depict the choices that are available to our dynamic 

duo. The axes measure the quantities of the two goods that Ann and Tom buy. The horizontal axis 

measures the number of Thai meals consumed per month, and the vertical axis measures the 

number of trips to The Hungry Ear. (Note that price is not on the vertical axis here.) Every point 

in the space between the axes represents some combination of Thai meals and nights at the jazz 
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> FIGURE 6.1 Budget 
Constraint and 
Opportunity Set for 
Ann and Tom 
A budget constraint separates 
those combinations of goods 
and services that are available, 

given limited income, from 

those that are not. The available 

combinations make up the 

opportunity set. 

realincome The set of 

opportunities to purchase real 

goods and services available to 

a household as determined by 

prices and money income. 

club. The question is this: Which of these points can Ann and Tom purchase with a fixed budget 

of $200 per month? That is, which points are in the opportunity set and which are not? 

One possibility is that the students in the dorm are driving Ann and Tom crazy. The two grad 

students want to avoid the dining hall at all costs. Thus, they might decide to spend all their 

money on Thai food and none of it on jazz. This decision would be represented by a point on the 

horizontal axis because all the points on that axis are points at which Ann and Tom make no jazz 

club visits. How many meals can Ann and Tom afford? The answer is simple: When income is 

$200 and the price of Thai meals is $20, they can afford $200 + $20 = 10 meals. This point is 

labeled A on the budget constraint in Figure 6.1. 

20 

( Opportunity set 

Budget constraint 

10 

Jazz club visits per month 

Thai meals per month 

Another possibility is that general exams are coming up and Ann and Tom decide to relax at 

The Hungry Ear to relieve stress. Suppose they choose to spend all their money on jazz and none 

of it on Thai food. This decision would be represented by a point on the vertical axis because all 

the points on this axis are points at which Ann and Tom eat no Thai meals. Hew many jazz club 

visits can they afford? Again, the answer is simple: With an income of $200 and with the price of 

jazz/espresso at $10, they can go to The Hungry Ear $200 + $10 = 20 times. This is the point 

labeled B in Figure 6.1. The line connecting points A and B is Ann and Tom’s budget constraint. 

What about all the points between A and B on the budget constraint? Starting from point B, 

suppose Ann and Tom give up trips to the jazz club to buy more Thai meals. Each additional 

Thai meal “costs” two trips to The Hungry Ear. The opportunity cost of a Thai meal is two jazz 
club trips. 

Point C on the budget constraint represents a compromise. Here Ann and Tom go to the club 

10 times and eat at the Thai restaurant 5 times. To verify that point C is on the budget constraint, 
price it out: 10 jazz club trips cost a total of $10 x 10 = $100, and 5 Thai meals cost a total of 
$20 x 5 = $100. The total is $100 + $100 = $200. 

The budget constraint divides all the points between the axes into two groups: those that can 
be purchased for $200 or less (the opportunity set) and those that are unavailable. Point D on the 
diagram costs less than $200; point E costs more than $200. (Verify that this is true.) The oppor- 
tunity set is the shaded area in Figure 6.1. 

Clearly, both prices and incomes affect the size of a household’s opportunity set. If a price or 
a set of prices falls but income stays the same, the opportunity set gets bigger and the household 
is better off. If we define real income as the set of opportunities to purchase real goods and ser- 
vices, “real income” will have gone up in this case even if the household’s money income has not. 
A consumer’s opportunity set expands as the result of a price decrease. On the other hand, when 
money income increases and prices go up even more, we say that the household’s “real income” 
has fallen. 

The concept of real income is very important in macroeconomics, which is concerned with 
measuring real output and the price level. 
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The Equation of the Budget Constraint 
Yet another way to look at the budget constraint is to write the consumer’s problem as an equa- 
tion. In the previous example, the constraint is that total expenditure on Thai meals plus total 
expenditure on jazz club visits must be less than or equal to Ann and Tom’s income. Total expen- 
diture on Thai meals is equal to the price of Thai meals times the number, or quantity, of meals 
consumed. Total expenditure on jazz club visits is equal to the price of a visit times the number, or 
quantity, of visits. That is, 

$20 x Thai meals + $10 x jazz visits < $200 

If we let X represent the number of Thai meals and we let Y represent the number of jazz club 
visits and we assume that Ann and Tom spend their entire income on either X or Y, this can be 
written as follows: Apes 

20X + 10Y = $200 

This is the equation of the budget constraint—the line connecting points A and B in Figure 6.1. 

Notice that when Ann and Tom spend nothing at the jazz club, Y = 0. When you plug Y = 0 into the 

equation of the budget constraint, 20X = 200 and X = 10. Since X is the number of Thai meals, Ann 

and Tom eat Thai food 10 times. Similarly, when X = 0, you can solve for Y, which equals 20. When 

Ann and Tom eat no Thai food, they can go to the jazz club 20 times. 

In general, the budget constraint can be written ——— 

PX + PY=h 

where P, = the price of X, X = the quantity of X consumed, P, = the price of Y, Y = the quan- 
tity of Y consumed, and J = household income.’ 

Budget Constraints Change When Prices Rise or Fall Now suppose the Thai 
restaurant is offering two-for-one certificates good during the month of November. In effect, this 

means that the price of Thai meals drops to $10 for Ann and Tom. How would the budget con- 

straint in Figure 6.1 change? 

Initial opportunity set 

Jazz club visits per month 

Thai meals per month 

First, point B would not change. If Ann and Tom spend all their money on jazz, the price of 

Thai meals is irrelevant. Ann and Tom can still afford only 20 trips to the jazz club. What has 

changed is point A, which moves to point A ‘in Figure 6.2. At the new lower price of $10, if Ann 

and Tom spent all their money on Thai meals, they could buy twice as many, $200 + $10 = 20. The 

budget constraint swivels, as shown in Figure 6.2. 

int as —P,/Py, the ratio of the price of X to the price of Y. This gives the trade- 
3 You can calculate the slope of the budget constra | r i 

_2, meaning to get another Thai meal, Ann and Tom must give up two trips to 
off that consumers face. In the example, —P,/Py = 

the jazz club. 

4 FIGURE 6.2 The Effect 
of a Decrease in Price on 

Ann and Tom’s Budget 
Constraint 

When the price of a good 
decreases, the budget constraint 
swivels to the right, increasing 
the opportunities available and 
expanding choice. 
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[ utility The satisfaction a 

product yields. 

marginal utility 
(MU) _ The additional 

satisfaction gained by the 

consumption or use of one more 
unit of a good or service. 

total utility The total 

amount of satisfaction 

obtained from consumption of 

a good or service. 

law of diminishing 

marginal utility The 
more of any one good 

consumed in a given period, 

the less satisfaction (utility) 

generated by consuming each 

additional (marginal) unit of 

the same good. 

The new, flatter budget constraint reflects the new trade-off between Thai meals and Hungry 

Ear visits. Now after the price of Thai meals drops to $10, the opportunity cost of a Thai meal is 

only one jazz club visit. The opportunity set has expanded because at the lower price more com- 

binations of Thai meals and jazz are available. 

Figure 6.2 thus illustrates a very important point. When the price of a single good changes, 

more than just the quantity demanded of that good may be affected. The household now faces an 

entirely different problem with regard to choice—the opportunity set has expanded. At the same 

income of $200, the new lower price means that Ann and Tom might choose more Thai meals, 

more jazz club visits, or more of both. They are clearly better off. The budget constraint is defined 

by income, wealth, and prices. Within those limits, households are free to choose, and the house- 

hold’s ultimate choice depends on its own likes and dislikes 

Notice that when the price of meals falls to $10, the equation of the budget constraint changes 

to 10X + 10Y = 200, which is the equation of the line connecting points A’ and B in Figure 6.2. 

The range of goods and services available in a modern society is as vast as consumer tastes 

are variable, and this makes any generalization about the household choice process risky. 

Nonetheless, the theory of household behavior that follows is an attempt to derive some logical 

propositions about the way households make choices. 

The Basis of Choice: Utility 
Somehow, from the millions of things that are available, each of us manages to sort out a set of 

goods and services to buy. When we make our choices, we make specific judgments about the rel- 

ative worth of things that are very different. 
During the nineteenth century, the weighing of values was formalized into a concept called util- 

ity. Whether one item is preferable to another depends on how much utility, or satisfaction, it yields 

relative to its alternatives. How do we decide on the relative worth of a new puppy or a stereo? A trip 

to the mountains or a weekend in New York City? Working or not working? As we make our choices, 

we are effectively weighing the utilities we would receive from all the possible available goods. 

Certain problems are implicit in the concept of utility. First, it is impossible to measure util- 

ity. Second, it is impossible to compare the utilities of different people—that is, we cannot say 

whether person A or person B has a higher level of utility. Despite these problems, however, the 

idea of utility helps us better understand the process of choice. 

’ 

Diminishing Marginal Utility 

In making their choices, most people spread their incomes over many different kinds of goods. 

One reason people prefer variety is that consuming more and more of any one good reduces the 

marginal, or extra, satisfaction they get from further consumption of the same good. Formally, 

marginal utility (MU) is the additional satisfaction gained by the consumption or use of one 
more unit of a good or service. 

It is important to distinguish marginal utility from total utility. Total utility is the total 
amount of satisfaction obtained from consumption of a good or service. Marginal utility comes 
only from the Jast unit consumed; total utility comes from all units consumed. 

Suppose you live next to a store that sells homemade ice cream that you are crazy about. Even 
though you get a great deal of pleasure from eating ice cream, you do not spend your entire 
income on it. The first cone of the day tastes heavenly. The second is merely delicious. The third 
is still very good, but it is clear that the glow is fading. Why? The answer is because the more of 
any one good we consume in a given period, the less satisfaction, or utility, we get from each addi- 
tional, or marginal, unit. In 1890, Alfred Marshall called this “familiar and fundamental tendency 
of human nature” the law of diminishing marginal utility. 

Consider this simple example. Frank loves country music, and a country band is playing 
seven nights a week at a club near his house. Table 6.2 shows how the utility he derives from the 
band might change as he goes to the club more frequently. The first visit generates 12 “utils,” or 
units of utility. When Frank goes back another night, he enjoys it, but not quite as much as the 
first night. The second night by itself yields 10 additional utils. Marginal utility is 10, while the 
total utility derived from two nights at the club is 22. Three nights per week at the club provide 
28 total utils; the marginal utility of the third night is 6 because total utility rose from 22 to 28. 
Figure 6.3 graphs total and marginal utility using the data in Table 6.2. Total utility increases up 
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TABLE 6.2 Total Utility and Marginal Utility of Trips to the Club 
Per Week 

Trips to Club Total Utility © Marginal Utility 
1 iW 12 
2, 22 10 
3 28 6 
4 22 4 
S 34 2 
6 34 0) 

Total utility 

30 

lat hile 

Total utility 

bo oO 

Viclal & tle 

Trips to club per week 

vd Marginal utility 

| | 

Marginal utility 

Trips to club per week 

through Frank’s fifth trip to the club but levels off on the sixth night. Marginal utility, which has 

declined from the beginning, is now at zero. 

Diminishing marginal utility helps explain the reason most sports have limited seasons. Even 

rabid fans have had enough baseball by late October. Given this fact, it would be hard to sell out 

ball games for a year-round season. While diminishing marginal utility is a simple and intuitive 

idea, it has great power in helping us understand the economic world. 

Allocating Income to Maximize Utility 

- How many times in one week would Frank go to the club to hear his favorite band? The answer 

depends on three things: Frank’s income, the price of admission to the club, and the alternatives 

available. If the price of admission was zero and no alternatives existed, he would probably go to 

4 FIGURE 6.3 Graphs of 
Frank’s Total and 

Marginal Utility 

Marginal utility is the additional 
utility gained by consuming one 
additional unit of a commodity— 

in this case, trips to the club. 

When marginal utility is zero, 
total utility stops rising. 
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the club five nights a week. (Remember, the sixth night does not increase his utility, so why should 

he bother to go?) However, Frank is also a basketball fan. His city has many good high school and 

college teams, and he can go to games six nights a week if he so chooses. ; 

Let us say for now that admission to both the country music club and the basketball games is 

free—that is, there is no price/income constraint. There is a time constraint, however, because 

there are only seven nights in a week. Table 6.3 lists Frank’s total and marginal utilities from 

attending basketball games and going to country music clubs. From column 3 of the table, we can 

conclude that on the first night, Frank will go to a basketball game. The game is worth far more to 

him (21 utils) than a trip to the club (12 utils). 

On the second night, Frank’s decision is not so easy. Because he has been to one basketball 

game this week, the second game is worth less (12 utils as compared to 21 for the first basketball 
game). In fact, because it is worth the same as a first trip to the club, he is indifferent as to whether 

he goes to the game or the club. So he splits the next two nights: One night he sees ball game 

number two (12 utils); the other night he spends at the club (12 utils). At this point, Frank has 

been to two ball games and has spent one night at the club. Where will Frank go on evening four? 

He will go to the club again because the marginal utility from a second trip to the club (10 utils) 

is greater than the marginal utility from attending a third basketball game (9 utils). 

Prank is splitting his time between the two activities to maximize total utility. At each succes- 

sive step, he chooses the activity that yields the most marginal utility. Continuing with this logic, 

you can see that spending three nights at the club and four nights watching basketball produces 

total utility of 76 utils each week (28 plus 48). No other combination of games and club trips can 

produce as much utility. 

So far, the only cost of a night of listening to country music is a forgone basketball game and 

the only cost of a basketball game is a forgone night of country music. Now let us suppose that it 

costs $3 to get into the club and $6 to go to a basketball game. Suppose further that after paying 

rent and taking care of other expenses, Frank has only $21 left to spend on entertainment. 

Typically, consumers allocate limited incomes, or budgets, over a large set of goods and services. 

Here we have a limited income ($21) being allocated between only two goods, but the principle is 

the same. Income ($21) and prices ($3 and $6) define Franks budget constraint. Within that con- 

straint, Prank chooses to maximize utility. 

Because the two activities now cost different amounts, we need to find the marginal utility 

per dollar spent on each activity. If Frank is to spend his money on the combination of activities 
lying within his budget constraint that gives him the most total utility, each night he must choose 
the activity that gives him the most utility per dollar spent. As you can seé from column 5 in 
Table 6.3, Frank gets 4 utils per dollar on the first night he goes to the club (12 utils + $3 = 4 utils 
per dollar). On night two, he goes to a game and gets 3.5 utils per dollar (21 utils + $6 = 3.5 utils 
per dollar). On night three, it is back to the club. Then what happens? When all is said and 
done—work this out for yourself—Frank ends up going to two games and spending three nights 
at the club. No other combination of activities that $21 will buy yields more utility. 

TABLE 6.3 Allocation of Fixed Expenditure per Week Between Two Alternatives 
; (S) Marginal 

(1) Trips to Club é. (3) Marginal Utility per Dollar 
per Week (2) Total Utility Utility (MU) (4) Price (P) (MU/P) 

1 1, 1 $3.00 4.0 
2 BS) 10 3.00 YS 
3 28 6 3.00 2.0 
4 32 4 3.00 ip) 
5 34 2 3.00 v7 
6 34 0 3.00 0 

(1) Basketball (3) Marginal bei, 7 epee 
Games per Week (2) Total Utility Utility (MU) (4) Price (P) MU/P) 

1 Di PAN $6.00 oS) 
2 33 12, 6.00 2.0 
3g 42 9 6.00 1.5 
4 48 6 6.00 1.0 
5 ill S 6.00 S) 
6 $1 0 6.00 0 $$ TE EE 
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The Utility-Maximizing Rule 

In general, utility-maximizing consumers spread out their expenditures until the following con- 
dition holds: pn oe iq ne ele 

cs — —— ——$—_$$ ] 
| 

MUxy MUy 
_utility-maximizing rule: for all goods 

Rea a Py 
where MU, is the marginal utility derived from the last unit of X consumed, MU, is the 
marginal utility derived from the last unit of Y consumed, Py is the price per unit of X, and 
P, is the price per unit of Y. 

To see why this utility-maximizing rule is true, think for a moment about what would 
happen if it were not true. For example, suppose M U,/Py was greater than MU)/Py; that is, sup- 
pose a consumer purchased a bundle of goods so that the marginal utility from the last dollar 
spent on X was greater than the marginal utility from the last dollar spent on Y. This would mean 
that the consumer could increase his or her utility by spending a dollar less on Y and a dollar 
more on X. As the consumer shifts to buying more X and less Y, he or she runs into diminishing 
marginal utility. Buying more units of X decreases the marginal utility derived from consuming 
additional units of X. As a result, the marginal utility of another dollar spent on X falls. Now less 
is being spent on Y, and that means its marginal utility increases. This process continues until 
MU,/P, = MU,/P,. When this condition holds, there is no way for the consumer to increase his 
or her utility by changing the bundle of goods purchased. 

You can see how the utility-maximizing rule works in Frank’s choice between country music 

and basketball. At each stage, Frank chooses the activity that gives him the most utility per dollar. 

If he goes to a game, the utility he will derive from the next game—marginal utility—falls. If he 
goes to the club, the utility he will derive from his next visit falls, and so on. 

The principles we have been describing help us understand an old puzzle dating from the 
time of Plato and familiar to economists beginning with Adam Smith. Adam Smith wrote about 

it in 1776: 

The things which have the greatest value in use have frequently little or no value in 

exchange; and on the contrary, those which have the greatest value in exchange have fre- 

quently little or no value in use. Nothing is more useful than water: but it will purchase 

scarce any thing; scarce anything can be had in exchange for it. A diamond, on the con- 

trary, has scarce any value in use; but a very great quantity of other goods may fre- 

quently be had in exchange for it.* 

Although diamonds have arguably more than “scarce any value in use” today (for example, 
they are used to cut glass), Smith’s diamond/water paradox is still instructive, at least where 

water is concerned. 
The low price of water owes much to the fact that it is in plentiful supply. Even at a price of 

zero, we do not consume an infinite amount of water. We consume up to the point where 

marginal utility drops to zero. The marginal value of water is zero. Each of us enjoys an enormous 

consumer surplus when we consume nearly free water. At a price of zero, consumer surplus is the 

entire area under the demand curve. We tend to take water for granted, but imagine what would 

happen to its price if there were not enough for everyone. It would command a high price indeed. 

Diminishing Marginal Utility and Downward-Sloping 

Demand 

The concept of diminishing marginal utility offers one reason why people spread their incomes 

over a variety of goods and services instead of spending all income on one or two items. It also 

leads us to conclude that demand curves slope downward. 

To see why this is so, let us return to our friends Ann and Tom, the struggling graduate stu- 

dents. Recall that they chose between meals at a Thai restaurant and trips to a jazz club. Now 

4 Adam Smith, The Wealth of Nations, Modern Library Edition (New York: Random House, 1937), p. 28 (1st ed. 1776). The 

cheapness of water is referred to by Plato in Euthydem., 304B. 
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> FIGURE 6.4 
Diminishing Marginal 
Utility and Downward- 
Sloping Demand 

At a price of $40, the utility 

gained from even the first Thai 

meal is not worth the price. 

However, a lower price of $25 

lures Ann and Tom into the Thai 

restaurant 5 times a month. (The 

utility from the sixth meal is not 

worth $25.) If the price is $15, 

Ann and Tom will eat Thai meals 

10 times a month—until the 

marginal utility of a Thai meal 

drops below the utility they could 

gain from spending $15 on other 

goods. At 25 meals a month, they 

cannot tolerate the thought of 

another Thai meal even if it is free. 

think about their demand curve for Thai meals, shown in Figure 6.4. When the price of a meal is 

$40, they decide not to buy any Thai meals. What they are really deciding is that the utility gained 

from even that first scrumptious meal each month is not worth the utility that would come from 

the other things that $40 can buy. 

Price per meal ($) 

Thai meals per month 

Now consider a price of $25. At this price, Ann and Tom buy five Thai meals. The first, second, 

third, fourth, and fifth meals each generate enough utility to justify the price. Tom and Ann “reveal” 

this by buying five meals. After the fifth meal, the utility gained from the next meal is not worth $25. 

Ultimately, every demand curve hits the quantity (horizontal) axis as a result of diminishing 

marginal utility—in other words, demand curves slope downward. How many times will Ann 

and Tom go to the Thai restaurant if meals are free? Twenty-five times is the answer; and after 

25 times a month, they are so sick of Thai food that they will not eat any more even if it is free. 

That is, marginal utility—the utility gained from the last meal—has dropped to zero. If you think 

this is unrealistic, ask yourself how much water you drank today. 3 
‘ 

<8 

Income and Substitution Effects 
Although the idea of utility is a helpful way of thinking about the choice process, there is an 

explanation for downward-sloping demand curves that does not rely on the concept of utility or 

the assumption of diminishing marginal utility. This explanation centers on income and substi- 
tution effects. 

Keeping in mind that consumers face constrained choices, consider the probable response of 

a household to a decline in the price of some heavily used product, ceteris paribus. How might a 

household currently consuming many goods be likely to respond to a fall in the price of one of 

those goods if the household’s income, its preferences, and all other prices remained unchanged? 
The household would face a new budget constraint, and its final choice of all goods and services 
might change. A decline in the price of gasoline, for example, may affect not only how much 
gasoline you purchase but also what kind of car you buy, when and how much you travel, where 
you go, and (not so directly) how many movies you see this month and how many projects 
around the house you get done. 

The Income Effect 

Price changes affect households in two ways. First, if we assume that households confine their 
choices to products that improve their well-being, then a decline in the price of any product, ceteris 
paribus, will make the household unequivocally better off. In other words, if a household contin- 
ues to buy the same amount of every good and service after the price decrease, it will have income 
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left over. That extra income may be spent on the product whose price has declined, hereafter called 
good X, or on other products. The change in consumption of X due to this improvement in well- being is called the income effect of a price change... 

Suppose you live in Florida and four times a year you fly to Nashville to visit your mother. 
Suppose further that last year a round-trip ticket to Nashville cost $400. Thus, you spend a total 
of $1,600 per year on trips to visit Mom. This year, however, increased competition among the 
airlines has led one airline to offer round-trip tickets to Nashville for $200. Assuming the price 
remains $200 all year, you can now fly home the same number of times and you will have spent 
$800 less for airline tickets than you did last year. Now that you are better off, you have additional 
opportunities. You can fly home a fifth time this year, leaving $600 ($800 — $200) to spend on 
other things, or you can fly home the same number of times (four) and spend the extra $800 on 
other things. When the price of something we buy falls, we are better off. When the price of some- 
thing we buy rises, we are worse off. 

Look back at Figure 6.2 on p. 115. When the price of Thai meals fell, the opportunity set fac- 
ing Tom and Ann expanded—they were able to afford more Thai meals, more jazz club trips, or 
more of both. They were unequivocally better off because of the price decline. In a sense, their 
“real” income was higher. 

_~ Now-recall- from Chapter 3 the definition of a normal good. When income rises, demand for 

normal goods increases. Most goods are normal goods. Because of the price decline, Tom and 

Ann can afford to buy more. If Thai food is a normal good, a decline in the price of Thai food 

should lead to an increase in the quantity demanded of Thai food. 

The Substitution Effect 

The fact that a price decline leaves households better off is only part of the story. When the price 

of a product falls, that product also becomes relatively cheaper. That is, it becomes more attractive 

relative to potential substitutes. A fall in the price of product X might cause a household to shift 
its purchasing pattern away from substitutes toward X. This shift is called the substitution effect of 

a price change. > jit & — 

arlier we made the point that the “real” cost or price of a good is what one must sacrifice to 

consume it. This opportunity cost is determined by relative prices. To see why this is so, consider 

again the choice that you face when a round-trip ticket to Nashville costs $400. Each trip that you 

take requires a sacrifice of $400 worth of other goods and services. When the price drops to $200, 

the opportunity cost of a ticket has dropped by $200. In other words, after the price decline, you 

have to sacrifice only $200 (instead of $400) worth of other goods and services to visit Mom. 

To clarify the distinction between the income and substitution, imagine how you would be 

affected if two things happened to you at the same time. First, the price of round-trip air travel 

between Florida and Nashville drops from $400 to $200. Second, your income is reduced by $800. 

You are now faced with new relative prices, but—assuming you flew home four times last year— 

you are no better off now than you were before the price of a ticket declined. The decrease in the 

price of air travel has offset your decrease in income. 

You are still likely to take more trips home. Why? The opportunity cost of a trip home is now 

lower, ceteris paribus—that is, assuming no change in the prices of other goods and services. A 

trip to Nashville now requires a sacrifice of only $200 worth of other goods and services, not the 

$400 worth that it did before. Thus, you will substitute away from other goods toward trips to see 

your mother. 

Everything works in the opposite direction when a price rises, ceteris paribus. A price increase 

makes households worse off. If income and other prices do not change, spending the same amount 

of money buys less and households will be forced to buy less. This is the income effect. In addition, 

when the price of a product rises, that item becomes more expensive relative to potential substi- 

tutes and the household is likely to substitute other goods for it. This is the substitution effect. 

What do the income and substitution effects tell us about the demand curve? Both the 

income and the substitution effects imply a negative relationship between price and quantity 

demanded—in other words, downward-sloping demand. When the price of something falls, 

~ ceteris paribus, we are better off and we are likely to buy more of that good and other goods 

(income effect). Because lower price also means “less expensive relative to substitutes,” we are 

likely to buy more of the good (substitution effect). When the price of something rises, we are 
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> FIGURE 6.5 Income 

and Substitution Effects 

of a Price Change 
For normal goods, the income 

and substitution effects work in 
the same direction. Higher prices 
lead to a lower quantity 
demanded, and lower prices lead 
to a higher quantity demanded. 

worse off and we will buy less of it (income effect). Higher price also means “more expensive rela- 

tive to substitutes.” and we are likely to buy less of it and more of other goods (substitution effect).° 

Figure 6.5 summarizes the income and substitution effects of a price change of 

gasoline prices. ; 

If you recall the example of gasoline prices from early in the chapter, income and substitu- 

tion effects help us answer questions. When gas prices rise, the income effects can cause a fall in 

the demand for other goods. Since gas is a big part of many budgets, these income effects can be 

very large. It is the income effect from gasoline price increases that some argue causes consumers 

to switch away from high-priced brand name products. 

Price ofa 

good or service: 

Household Choice in Input Markets 
So far, we have focused on the decision-making process that lies behind output demand curves. 

Households with limited incomes allocate those incomes across various combinations of goods 

and services that are available and affordable. In looking at the factors affecting choices in the 

output market, we assumed that income was fixed, or given. We noted at the outset, however, that 

income is in fact partially determined by choices that households make in input markets. (Look 

back at Figure II.1 on p. 107) We now turn to a brief discussion of the two decisions that house- 

holds make in input markets: the labor supply decision and the saving decision. 

The Labor Supply Decision 
Most income in the United States is wage and salary income paid as compensation for labor. 

Household members supply labor in exchange for wages or salaries. As in output markets, house- 

holds face constrained choices in input markets. They must decide 

1. Whether to work 

2. How much to work 

3. What kind of a job to work at 

> For some goods, the income and substitution effects work in opposite directions. When our income rises, we may buy less of 
some goods. In Chapter 3, we called such goods inferior goods. When the price of an inferior good rises, it is, like any other good, 
more expensive relative to substitutes and we are likely to replace it with lower-priced substitutes. However, when we are worse 
off, we increase our demand for inferior goods. Thus, the income effect could lead us to buy more of the good, partially offset- 
ting the substitution effect. 

Even if a good is “very inferior,” demand curves will slope downward as long as the substitution effect is larger than the 
income effect. It is possible, at least in theory, for the income effect to be larger. In such a case, a price increase would actually 
lead to an increase in quantity demanded. This possibility was pointed out by Alfred Marshall in Principles of Economics. 
Marshall attributes the notion of an upward-sloping demand curve to Sir Robert Giffen; and for this reason, the notion is often 
referred to as Giffen’s paradox. Fortunately or unfortunately, no one has ever demonstrated that a Giffen good has existed. 



CHAPTER 6 Household Behavior and Consumer Choice 

BIBRA IN PRACTICE 

Substitution and Market Baskets 
_ In driving to work one day, one of the authors of this text 
_ heard the following advertisement for a local grocery store, 
which we will call Cheap Foods: 

__ “Cheap Foods has the best prices in town, and we can 
_ prove it! Yesterday we chose Ms. Smith out of our checkout 
line for a comparison test. Ms. Smith is an average consumer, 
much like you and me. In doing her weekly grocery shopping 
yesterday at Cheap Foods, she spent $125. We then sent Ms. 
Smith to the neighboring competitor with instructions to 
buy the same market basket of food. When she returned with 
her food, she saw that her grocery total was $134. You too will 
see that Cheap Foods can save you money!” 

Advertisements like this one are commonplace. As you 
evaluate the claims in the ad, several things may come to mind. Perhaps Ms. Smith is not repre- 
sentative of consumers or is not much like you. That might make Cheap Foods a good deal for 
her but not for you. (So your demand curve looks different from Ms. Smith’s.) Or perhaps yes- 

terday was a sale day, meaning yesterday was not typical of Cheap Foods’ prices. But there is 

something more fundamentally wrong with the claims in this ad even if you are just like 

Ms. Smith and Cheap Foods offers the same prices every day. The fundamental error in this ad 

is revealed by the work you have done in this chapter. 

When Ms. Smith shopped, she presumably looked at the prices of the various food choices 

offered at the market and tried to do the best she could for her family given those prices and 

her family’s tastes. If we go back to the utility-maximizing rule that you learned in this chap- 
ter, we see that Ms. Smith was comparing the marginal utility of each product she consumes 

relative to its price in deciding what bundle to buy. In pragmatic terms, if Ms. Smith likes 

apples and pears about the same, while she was shopping in Cheap Foods, she would have 

bought the cheaper of the two. When she was sent to the neighboring store, however, she was 

constrained to buy the same goods that she bought at Cheap Foods. (So she was forced to buy 

pears even if they were more expensive just to duplicate the bundle.) When we artificially 

restrict Ms. Smith’s ability to substitute goods, we almost inevitably give her a more expensive 

bundle. The real question is this: Would Ms. Smith have been more happy or less happy with 

her market basket after spending $125 at Cheap Foods or at its rival? Without knowing more 

about the shape of Ms. Smith’s utility curve and the prices she faces we cannot answer that 

question. The dollar comparison in the ad doesn’t tell the whole story! 

In essence, household members must decide how much labor to supply. The choices they 

make are affected by 

1. Availability of jobs 

2. Market wage rates 
3. Skills they possess 

As with decisions in output markets, the labor supply decision involves a set of trade-offs. 

There are basically two alternatives to working for a wage: (1) not working and (2) doing unpaid 

work. If you do not work, you sacrifice income for the benefits of staying home and reading, 

watching TV, swimming, or sleeping. Another option is to work, but not for a money wage. In 

this case, you sacrifice money income for the benefits of growing your own food, raising your 

children, or taking care of your house. 

As with the trade-offs in output markets, your final choice depends on how you value the alterna- 

tives available. If you work, you earn a wage that you can use to buy things. Thus, the trade-off is 

between the value of the goods and services you can buy with the wages you earn versus the value of 

things you can produce at home—home-grown food, manageable children, clean clothes, and so 

on—or the value you place on leisure. This choice is illustrated in Figure 6.6. In general, the wage rate 
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> FIGURE 6.6 The 
Trade-Off Facing 
Households 
The decision to enter the work- 

force involves a trade-off 

between wages (and the goods 
and services that wages will buy) 

on the one hand and leisure and 

the value of nonmarket produc- 
tion on the other hand. 

labor supply curve A 

curve that shows the quantity 

of labor supplied at different 

wage rates. Its shape depends 

on how households react to 

changes in the wage rate. 

can be thought of as the price—or the opportunity cost—of the benefits of either unpaid work or 

leisure. Just as you choose among different goods by comparing the marginal utility of each relative to 

its price, you also choose between leisure and other goods by comparing the marginal utility of leisure 

relative to its price (the wage rate) with the marginal utility of other goods relative to their prices. 

Product market 

Buys goods 

and services 

Leisure, \ 
nonmarket production 
(home-grown food, 
child-raising, etc.) 

Labor market 

Maximum utility =... 

Eve 

HOUSEHOLDS 

The Price of Leisure 

In our analysis in the early part of this chapter, households had to allocate a limited budget across 

a set of goods and services. Now they must choose among goods, services, and leisure. 

When we add leisure to the picture, we do so with one important distinction. Trading one 

good for another involves buying less of one and more of another, so households simply reallo- 

cate money from one good to the other. “Buying” more leisure, however, means reallocating time 

between work and nonwork activities. For each hour of leisure that you decide to consume, you 

give up one hour’s wages. Thus, the wage rate is the price of leisure. Mi 

Conditions in the labor market determine the budget constraints and final opportunity sets 

that households face. The availability of jobs and these job wage rates determine the final combi- 

nations of goods and services that a household can afford. The final choice within these con- 

straints depends on the unique tastes and preferences of each household. Different people place 
more or less value on leisure—but everyone needs to put food on the table. 

Income and Substitution Effects of a Wage Change 
A labor supply curve shows the quantity of labor supplied at different wage rates. The shape of 

the labor supply curve depends on how households react to changes in the wage rate. 

Consider an increase in wages. First, an increase in wages makes households better off. If they 

work the same number of hours—that is, if they supply the same amount of labor—they will 
earn higher incomes and be able to buy more goods and services. They can also buy more leisure. 
If leisure is a normal good—that is, a good for which demand increases as income increases—an 
increase in income will lead to a higher demand for leisure and a lower labor supply. This is the 
income effect of a wage increase.| _ 

However, there is also a potential substitution effect of a wage increase./A higher wage rate 
means that leisure is more expensive. If you think of the wage rate as the price of leisure, each 
individual hour of leisure consumed at a higher wage costs more in forgone wages. As a result, we 
would expect households to substitute other goods for leisure. This means working more, ora 
lower quantity demanded of leisure and a higher quantity supplied of labor. 

Note that in the labor market, the income and substitution effects work in opposite directions 
when leisure is a normal good. The income effect-of a wage increase implies buying more leisure 
and working less; the substitution effect implies buying less leisure and working more. Whether 
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households will supply more labor overall or less labor overall when wages rise depends on the 
relative strength of both the income and the substitution effects. 

if the substitution effect is greater than the income effect, the wage increase will increase 
labor supply. This suggests that the labor supply curve slopes upward, or has a positive slope, like 
the one in Figure 6.7(a). If the income effect outweighs the substitution effect, however, a higher 
wage will lead to added consumption of leisure and labor supply will decrease. This implies that 
the labor supply curve “bends back,” as the one in Figure 6.7(b) does. 

a. Substitution effect dominates b. Income effect dominates ; Ne, 
— 

5 

Wage rate Wage rate 

Ay ere col ot de Lael arene 
Units of labor Units of labor 

During the early years of the Industrial Revolution in late eighteenth century Great Britain, 
the textile industry operated under what was called the “putting-out” system. Spinning and weav- 
ing were done in small cottages to supplement the family farm income—hence the term cottage 

industry. During that period, wages and household incomes rose considerably. Some economic 
historians claim that this higher income actually led many households to take more leisure and 
work fewer hours; the empirical evidence suggests a backward-bending labor supply curve. 

Just as income and substitution effects helped us understand household choices in output 
markets, they now help us understand household choices in input markets. The point here is 

simple: When leisure is added to the choice set, the line between input and output market deci- 

sions becomes blurred. Jn fact, households decide simultaneously how much of each good to 
consume and how much leisure to consume. 

Saving and Borrowing: Present versus Future 

Consumption 

We began this chapter by examining the way households allocate a fixed income over a large 
number of goods and services. We then pointed out that, at least in part, choices made by house- 

holds determine income levels. Within the constraints imposed by the market, households decide 

whether to work and how much to work. 
So far, however, we have talked about only the current period—the allocation of current 

income among alternative uses and the work/leisure choice today. Households can also (1) use 

present income to finance future spending—they can\ save+—or (2) use future income to finance 

present spending—they can borrow. \ 

When a household decides to save, it is using current income to finance future consumption. 

That future consumption may come in 3 years, when you use your savings to buy a car; in 10 

years, when you sell stock to put a deposit on a house; or in 45 years, when you retire and begin to 

receive money from your pension plan. Most people cannot finance large purchases—a house or 

condominium, for example—out of current income and savings. They almost always borrow 

money and sign a mortgage. When a household borrows, it is in essence financing a current pur- 

chase with future income. It pays back the loan out of future income. 

Even in simple economies such as the two-person desert-island economy of Colleen and Bill 

(see Chapter 2), people must make decisions about present versus future consumption. Colleen | 

and Bill could (1) produce goods for today’s consumption by hunting and gathering, (2) con- | 

sume leisure by sleeping on the beach, or (3) work on projects to enhance future consumption | 

opportunities. Building a house or a boat over a 5-year period is trading present consumption for J 

4 FIGURE 6.7 Two 
Labor Supply Curves 

When the substitution effect 

outweighs the income effect, the 

labor supply curve slopes 

upward (a). When the income 

effect outweighs the substitution 

effect, the result is a “backward- 

bending” labor supply curve: The 

labor supply curve slopes 

downward (b). 
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ECONOMICS IN PRACTICE 

Google: Is It Work or Is It Leisure? 
A recent article on work life at Google included the following descriptions of the workplace: 

Google is No. 1: Search and Enjoy! 

CNNMoney.com 

At Google it always comes back to the 

food. For human resources director 
Stacy Sullivan, it’s the Irish oatmeal 

with fresh berries at the Plymouth 

Rock Café, located in building 1550 

near the “people operations” group. “| 

sometimes dream about it,” she says. 

“Seriously.” As a seven-year veteran of 

the company, engineer Jen Fitzpatrick 
has developed a more sophisticated 
palate, preferring the raw bar at the i 

Basque-themed Café Pintxo, a tapas joint in building 47. Her mother is thrilled she’s 

eating well at work: “She came in for lunch once and thanked the chef,” says 
Fitzpatrick. Joshua Bloch, an expert on the Java software language, swears by the roast 
quail at haute eatery Café Seven, professing it to be the best meal on campus. “It’s uni- 

formly excellent,” he raves. 
Of course, when it comes to America’s new Best Company to Work For, the food is, 

well, just the appetizer. At Google you can do your laundry; drop off your dry cleaning; 

get an oil change, then have your car washed; work out in the gym; attend subsidized 

exercise classes; get a massage; study Mandarin, Japanese, Spanish, and French; and ask 

a personal concierge to arrange dinner reservations. Naturally you can get haircuts 

onsite. Want to buy a hybrid car? The company will give you $5,000 toward that envi- 
ronmentally friendly end. Care to refer a friend to work at Google? Google would like 

that too, and it’ll give you a $2,000 reward. Just have a new baby? Congratulations! Your 

employer will reimburse you up to $500 in takeout food to ease your first four weeks at 

home. Looking to make new friends? Attend a weekly TGIF party, where there’s usually a 

band playing. Five onsite doctors are available to give you a checkup, free of charge. 

Google is well known for bringing the spirit of college life to the workplace. But the broad 

range and high quality of services that Google offers its employees on-site has an economic 

explanation as well. In our discussion in this chapter on the work/leisure choice, we indicated 

that people were looking at the marginal utility of leisure relative to the wage in deciding how 

much to work. While people use some of their leisure time for recreation, some part of the 

reason people value leisure is that they need the time to do a range of household chores— 

drop off the dry cleaning, cook, take care of the children, and so on. By providing many of 

these services at the workplace, Google has potentially affected the trade-off people make 
between work and leisure. In the end, without increasing wages, Google may have reduced the 
marginal utility of leisure and made people more willing to work longer hours. In fact, later in 
the same article, one Google employee comments: 

I 

“Hardcore geeks are here because there’s no place they’d rather be,” says Dennis 
Hwang, a Google Webmaster who doubles as the artist who draws all the fancifully 
dressed-up versions of Google’s home-page logo, called Doodles. 

Source: CNNMoney.com, Fortune, “Google Is No. 1: Search and Enjoy,” January 10, 2007. Excerpted with permission. 
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future consumption. As with all of the other choices we have examined in this chapter, the broad 
principle will be to look at marginal utilities and prices. How much do Colleen and Bill value hav- 
ing something now versus waiting for the future? How much do they gain by waiting? 

When a household saves, it usually puts the money into something that will generate income. 
There is no sense in putting money under your mattress when you can make it work in so many 
ways: savings accounts, money market funds, stocks, corporate bonds, and so on—many of which 
are virtually risk-free. When you put your money in any of these places, you are actually lending it 
out and the borrower pays you a fee for its use. This fee usually takes the form of interest. The inter- 
est paid is the possible benefit Colleen and Bill get from forgoing current consumption. 

Just as changes in wage rates affect household behavior in the labor market, changes in interest 
rates affect household behavior in capital markets. Higher interest rates mean that borrowing is more 
expensive—required monthly payments on a newly purchased house or car will be higher. Higher 
interest rates also mean that saving will earn a higher return: $1,000 invested in a 5 percent savings 
account or bond yields $50 per year. If rates rise to 10 percent, the annual interest will rise to $100, 

What impact do interest rates have on saving behavior? As with the effect of wage changes on) 
labor supply, the effect of changes in interest rates on saving can best be understood in terms of 
income and substitution effects. Suppose, for example, that I have been saving for a number of years | 
for retirement. Will an increase in interest rates lead to an increase or a decrease in my saving? The | 
answer is not obvious. First, because each dollar saved will earn a higher rate of return, the “price” of 
spending today in terms of forgone future spending is higher. That is, each dollar that I spend today 
(instead of saving) costs me more in terms of future consumption because my saving will now earn | 
a higher return. On this score, I will be led to save more, which is the substitution effect at work. 

However, higher interest rates mean more than that. Higher interest rates mean that it will take ~) 
less saving today to reach a specific target amount of savings tomorrow. I will not need to save as much 

for retirement or future consumption as | did before. One hundred dollars put into a savings account 

with 5 percent compound interest will double in 14 years. If interest was paid at a rate of 10 percent, I 

would have my $200 in just 7 years. Consequently, I may be led to save less, which is the income effect 
at work. Higher interest rates mean savers are better off; so higher interest rates may lead to less saving. 
The final impact of a change in interest rates on saving depends on the relative size of the income and 

substitution effects. Most empirical evidence indicates that saving tends to increase as the interest rate | 

rises. In other words, the substitution effect is larger than the income effect. —t 

Saving and investment decisions involve a huge and complex set of institutions, th 7 

financial capital market, in which the suppliers of capital (households that save) and the financial capital market \ 

demand for capital (firms that want to invest) interact. The amount of capital investment inan The complex oe of institutions | 

economy is constrained in the long run by that economy’s saving rate. You can think of house- 11 which suppliers of capital 

hold saving as the economy’s supply of capital. When a firm borrows to finance a capital acquisi- enna a that save) and the 
: ne ; . : . emand for capital (firms 

tion, it is almost as if households have supplied the capital for the fee we call interest. We treat Mente tD tee | 

capital markets in detail in Chapter 11.° 

A Review: Households in Output and Input 
Markets 
In probing the behavior of households in both input and output markets and examining the 

nature of constrained choice, we went behind the household demand curve using the simplifying 

assumption that income was fixed and given. Income, wealth, and prices set the limits, or 

constraints, within which households make their choices in output markets. Within those limits, 

households make their choices on the basis of personal tastes and preferences. 

The notion of utility helps explain the process of choice. The law of diminishing marginal utility 

partly explains why people seem to spread their incomes over many different goods and services 

and why demand curves have a negative slope. Another important explanation behind the negative 

relationship between price and quantity demanded lies in income effects and substitution effects. 

6 Here in Chapter 6 we are looking at a country as if it were isolated from the rest of the world. Very often, however, on | 

investment is financed by funds loaned or provided by foreign citizens or governments. For example, in recent years, a se 

- tial amount of foreign savings has found its way into the United States for the purchase of stocks, bonds, and other ees 

instruments. In part, these flows finance capital investment. Also, the United States and other countries that contribute unds to 

the World Bank and the International Monetary Fund have provided billions in outright grants and loans to help developing 

countries produce capital. For more information on these institutions, see Chapter 21. 
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As we turned to input markets, we relaxed the assumption that income was fixed and given. 

In the labor market, households are forced to weigh the value of leisure against the value of goods 

and services that can be bought with wage income. Once again, we found household preferences 

for goods and leisure operating within a set of constraints imposed by the market. Households 

also face the problem of allocating income and consumption over more than one period of time. 

They can finance spending in the future with today’s income by saving and earning interest, or 

they can spend tomorrow’s income today by borrowing. 

We now have a rough sketch of the factors that determine output demand and input supply. 

(You can review these in Figure II.1 on p. 107.) In the next three chapters, we turn to firm behav- 

ior and explore in detail the factors that affect output supply and input demand. 

HOUSEHOLD CHOICE IN OUTPUT MARKETS », 111 

if Every household must make three basic decisions: (1) how 

much of each product, or output, to demand; (2) how much 

labor to supply; and (3) how much to spend today and how 
much to save for the future. 

. Income, wealth, and prices define household budget constraint. 
The budget constraint separates those combinations of 
goods and services that are available from those that are not. 
All the points below and to the left of a graph of a household 
budget constraint make up the choice set, or opportunity set. 

. It is best to think of the household choice problem as one of 
allocating income over a large number of goods and services. 
A change in the price of one good may change the entire 
allocation. Demand for some goods may rise, while demand 
for others may fall. 

. As long as a household faces a limited income, the real cost 

of any single good or service is the value of the next pre- 
ferred other goods and services that could have been pur- 
chased with the same amount of money. 

. Within the constraints of prices, income, and wealth, 

household decisions ultimately depend on preferences— 
likes, dislikes, and tastes. 

. Households allocate income among goods and services to 
maximize utility. This implies choosing activities that yield 
the highest marginal utility per dollar. In a two-good world, 
households will choose to equate the marginal utility per 

dollar spent on X with the marginal utility per dollar spent 
on Y. This is the utility-maximizing rule. 

INCOME AND SUBSTITUTION EFFECTS ». 120 

9. The fact that demand curves have a negative slope can be 
explained in two ways: (1) Marginal utility for all goods 
diminishes. (2) For most normal goods, both the income and 
the substitution effects of a price decline lead to more con- 

sumption of the good. 

HOUSEHOLD CHOICE IN INPUT MARKETS ». 122 

10. 

11. 

In the labor market, a trade-off exists between the value of 

the goods and services that can be bought in the market or 
produced at home and the value that one places on leisure. 
The opportunity cost of paid work is leisure and unpaid 

work. The wage rate is the price, or opportunity cost, of the 
benefits of unpaid work or leisure. 

The income and substitution effects of a change in the wage 
rate work in opposite directions. Higher wages mean that 

(1) leisure is more expensive (likely respanse: people work 
more—substitution effect) and (2) more income is earned in 

a given number of hours, so some time may be spent on 
leisure (likely response: people work less—income effect). 

THE BASIS OF CHOICE: UTILITY p. 116 12. In addition to deciding how to allocate its present income 
; among goods and services, 

6. Whether one item is preferable to another depends on how 68 ty pe ae ye ne 
Be aise oe ; save or borrow. When a household decides to save part of its 

much utility, or satisfaction, it yields relative to its alternatives. ‘ Sue : ; 
Lecce * current income, it is using current income to finance future 

7. The law of diminishing marginal utility says that the more of spending. When a household borrows, it finances current 
any good we consume in a given period of time, the less sat- purchases with future income. 

isfaction, or utility, we get out of each additional (or mar- oe ane “f ores ginaltedth of that cood 13. An increase in interest rates has a positive effect on saving if 
the substitution effect dominates the income effect and a 
negative effect if the income effect dominates the substitu- 
tion effect. Most empirical evidence shows that the substitu- 
tion effect dominates here. 

REVIEW TERMS AND CONCEPTS 

budget constraint, p. 112 labor supply curve, p. 124 real income, p. 114 
choice set or opportunity set, p. 113 law of diminishing marginal utility, p. 116 

marginal utility (MU), p. 116 

perfect competition, p. 109 

total utility, p. 116 
diamond/water paradox, p. 119 utility, p. 116 
financial capital market, p. 127 utility-maximizing rule, p. 119 
homogeneous products, p. 109 perfect knowledge, p. 109 
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For each of the following events, consider how you might react. 
What things might you consume more or less of? Would you 
work more or less? Would you increase or decrease your saving? 
Are your responses consistent with the discussion of household 
behavior in this chapter? 
a. You have a very close friend who lives in another city, a 

3-hour bus ride away. The price of a round-trip ticket rises 
from $20 to $45. 

b. Tuition at your college is cut 25 percent. 
c. You receive an award that pays you $300 per month for the 

next 5 years. 

d. Interest rates rise dramatically, and savings accounts are now 
paying 10% interest annually. 

e. The price of food doubles. (If you are on a meal plan, 
assume that your board charges double.) 

f. A new business opens up nearby offering part-time jobs at 
$20 per hour. 

The following table gives a hypothetical total utility schedule for 
the Cookie Monster (CM): 

NUMBER OF COOKIES TOTAL UTILITY 

0 0 

1 100 
2 200 

3 275 
4 325 

5 350 
6 360 
7 360 

Calculate the CM’s marginal utility schedule. Draw a graph of 

total and marginal utility. If cookies cost the CM 5 cents each 

and CM had a good income, what is the maximum number of 

cookies he would most likely eat? 

. Kamika lives in Chicago but goes to school in Tucson, Arizona. 

For the last 2 years, she has made four trips home each year. 

During 2008, the price of a round-trip ticket from Chicago to 

Tucson increased from $350 to $600. As a result, Kamika 

decided not to buy a new outfit that year and decided not to 

drive to Phoenix with friends for an expensive rock concert. 

a. Explain how Kamika’s demand for clothing and concert tick- 

ets can be affected by an increase in air travel prices. 

b. By using this example, explain why both income and substi- 

tution effects might be expected to reduce Kamika’s number 

of trips home. 

Sketch the following budget constraints: 

P Py INCOME 

a. $20 $50 $1,000 

b. 40 50 1,000 

c. 20 100 1,000 

d. 20 50 2,000 

é. 0.25 0.25 7.00 

f. 0.25 0.50 7.00 
g. 0.50 0.25 7.00 

: PROBLEMS 
Visit www.myeconlab.com to complete the problems marked in orange online. You will receive 
instant feedback on your answers, tutorial help, and access to additional practice problems. 
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malyeconlab 

On January 1, Professor Smith made a resolution to lose some 
weight and save some money. He decided that he would strictly 

budget $100 for lunches each month. For lunch, he has only two 
choices: the faculty club, where the price of a lunch is $5, and 

Alice’s Restaurant, where the price of a lunch is $10. Every day 

that he does not eat lunch, he runs 5 miles. 

a. Assuming that Professor Smith spends the $100 each month 
at either Alice’s or the club, sketch his budget constraint. 

Show actual numbers on the axes. 

b. Last month Professor Smith chose to eat at the club 10 times 

and at Alice’s 5 times. Does this choice fit within his budget 

constraint? Explain your answer. 

c. Last month Alice ran a half-price lunch special all month. All 

lunches were reduced to $5. Show the effect on Professor 
Smith’s budget constraint. 

. During 2007, Congress debated the advisability of retaining sev- 

eral temporary tax cut proposals that had been put forward by 

President Bush. By reducing tax rates across the board, take- 

home pay for all taxpaying workers would increase. The pur- 

pose, in part, was to encourage work and increase the supply of 

labor. Households would respond the way the president hoped, 

but only if income effects were stronger than substitution 

effects. Do you agree or disagree? Explain your answer. 

Assume that Mei has $100 per month to divide between dinners 

at a Chinese restaurant and evenings at Zanzibar, a local pub. 

Assume that going to Zanzibar costs $20 and eating at the 

Chinese restaurant costs $10. Suppose Mei spends two evenings 

at Zanzibar and eats six times at the Chinese restaurant. 

a. Draw Mei’s budget constraint and show that she can afford 

six dinners and two evenings at Zanzibar. 

b. Assume that Mei comes into some money and can now 

spend $200 per month. Draw her new budget constraint. 

c. Asa result of the increase in income, Mei decides to spend 

eight evenings at Zanzibar and eat at the Chinese restaurant 

four times. What kind of a good is Chinese food? What kind 

of a good is a night at Zanzibar? 

d. What part of the increase in Zanzibar trips is due to the 

income effect, and what part is due to the substitution effect? 

Explain your answer. 

@) Decide whether you agree or disagree with each of the following 

statements and explain your reason: 

a. If the income effect of a wage change dominates the substitu- 

tion effect for a given household and the household works 

longer hours following a wage change, wages must have risen. 

b. In product markets, when a price falls, the substitution effect 

leads to more consumption; but for normal goods, the 

income effect leads to less consumption. 

@) Suppose the price of X is $5 and the price of Y is $10 anda 

hypothetical household has $500 to spend per month on goods 

X and Y. 

a. Sketch the household budget constraint. 

b. Assume that the household splits its income equally between 

X and Y. Show where the household ends up on the budget 

constraint. 
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c. Suppose the household income doubles to $1,000. Sketch the 

new budget constraint facing the household. 
d. Suppose after the change the household spends $200 on Y 

and $800 on X. Does this imply that X is a normal or an infe- 

rior good? What about Y? 

For this problem, assume that Joe has $80 to spend on books 

and movies each month and that both goods must be purchased 

whole (no fractional units). Movies cost $8 each, and books cost 

$20 each. Joe’s preferences for movies and books are summa- 

rized by the following information: 

MOVIES BOOKS 

NO. PER NO. PER 

MONTH TU MU MU/$ MONTH TU MU MU/$ 

1 50 = = il 22 = ee 

2 80 os ew Z 42 3 = 

3 100 = a 3 $2 bel a, 

4 110 os a 4 a7 bes irs, 

>) 116 E.2 aes 5 60 pet a 

6 121 Ph ike 6 62 tote feds 

di 123 i 63 ox. = 

a. Fill in the figures for marginal utility and marginal utility 

per dollar for both movies and books. 

b. Are these preferences consistent with the law of diminishing 

marginal utility? Explain briefly. 

c. Given the budget of $80, what quantity of books and what 

quantity of movies will maximize Joe’s level of satisfaction? 

Explain briefly. 

d. Draw the budget constraint (with books on the horizontal 

axis) and identify the optimal combination of books and 

movies as point A. 

e. Now suppose the price of books falls to $10. Which of the 

columns in the table must be recalculated? Do the required 

recalculations. 

f. After the price change, how many movies and how many 

books will Joe purchase? 
g. Draw the new budget constraint and identify the new opti- 

mal combination of books and movies as point B. 

h. If you calculated correctly, you found that a decrease in the 

price of books caused Joe to buy more movies as well as 

more books. How can this be? 

@§W [Related to the Economics in Practice on p. 123] John’s New 

York-based firm has sent him to work in its Paris office. 

Recognizing that the cost of living differs between Paris and 

New York, the company wants to adjust John’s salary so that 

John is as well off (or happy) in Paris as he was in New York. 

John suggests that he submit a list of the things he bought in 

New York in a typical month. The firm can use the list to deter- 

mine John’s salary by figuring out how much the same items 

cost in Paris. Is this a good idea? Explain your answer. 

[Related to the Economics in Practice on p. 126] Using graphs, 
show what you would expect to see happen to the labor supply 

curve facing Google as it increases the number of services it pro- 

vides to potential workers. 

APP ESN-D Tex 

INDIFFERENCE CURVES 

Early in this chapter, we saw how a consumer choosing 

between two goods is constrained by the prices of those goods 

and by his or her income. This Appendix returns to that exam- 

ple and analyzes the process of choice more formally. (Before 

we proceed, carefully review the text under the heading “The 
Budget Constraint More Formally.”) 

ASSUMPTIONS 

We base the following analysis on four assumptions: 

1. We assume that this analysis is restricted to goods that 

yield positive marginal utility, or, more simply, that “more 

is better.” One way to justify this assumption is to say that 

when more of something makes you worse off, you can 

simply throw it away at no cost. This is the assumption of 
free disposal. 

2. The marginal rate of substitution is defined as 

MU,/MU,, or the ratio at which a household is willing to 

substitute X for Y. When MU,/MU, is equal to 4, for 

example, I would be willing to trade 4 units of Y for 1 
additional unit of X. 

We assume a diminishing marginal rate of substitu- 

tion. That is, as more of X and less of Y are consumed, 

MU,/MU, declines. As you consume*more of X and less 

of Y, X becomes less valuable in terms of units of Y, or Y 

becomes more valuable in terms of X. This is almost but 
not precisely equivalent to assuming diminishing mar- 

ginal utility. 

3. We assume that consumers have the ability to choose 

among the combinations of goods and services available. 

Confronted with the choice between two alternative com- 
binations of goods and services, A and B, a consumer 

responds in one of three ways: (1) She prefers A over B, 
(2) she prefers B over A, or (3) she is indifferent between 
A and B—that is, she likes A and B equally. 

4, We assume that consumer choices are consistent with a 
simple assumption of rationality. If a consumer shows 
that he prefers A to B and subsequently shows that he 
prefers B to a third alternative, C, he should prefer A to C 
when confronted with a choice between the two. 

DERIVING INDIFFERENCE CURVES 
(f we accept these four assumptions, we can construct a “map” 
of a consumer’s preferences. These preference maps are made 
up of indifference curves. An indifference curve is a set of 
points, each point representing a combination of goods X and 
Y, all of which yield the same total utility. 



Units of Y 

Units of X 

a FIGURE 6A.1 An Indifference Curve 
An indifference curve is a set of points, each representing a combina- 
tion of some amount of good X and some amount of good Y, that all 
yield the same amount of total utility. The consumer depicted here is 
indifferent between bundles A and B, B and C, and A and C. 

Figure 6A.1 shows how we might go about deriving an 
indifference curve for a hypothetical consumer. Each point in 
the diagram represents some amount of X and some amount of Y. 
Point A in the diagram, for example, represents X, units of X and 
Y, units of Y. Now suppose we take some amount of Y away 

from our hypothetical consumer, moving the individual to A’. At 

A, the consumer has the same amount of X—that is, X, units— 
but less Y and now has only Y_. units of Y. Because “more is better” 

our consumer is unequivocally worse off at A‘ than at A. 

To compensate for the loss of Y, we begin giving our con- 

sumer some more X. If we give the individual just a little, our 

consumer will still be worse off than at A. If we give this indi- 

vidual a great deal of X, our consumer will be better off. There 

must be some quantity of X that will just compensate for the 

loss of Y. By giving the consumer that amount, we will have put 

together a bundle, Y..and X_, that yields the same total utility 

as bundle A. This is bundle C in Figure 6A.1. If confronted 

with a choice between bundles A and C, our consumer will say, 
“Either one; I do not care.” In other words, the consumer is 

indifferent between A and C. When confronted with a choice 

between bundles C and B (which represent X, and Y, units of 
X and Y), this person is also indifferent. The points along the 

curve labeled i in Figure 6A.1 represent all the combinations of 

X and Y that yield the same total utility to our consumer. That 

curve is thus an indifference curve. 
Each consumer has a whole set of indifference curves. 

Return for a moment to Figure 6A.1. Starting at point A again, 

imagine that we give the consumer a tiny bit more X and a tiny 

bit more Y. Because more is better, we know that the new bun- 

dle will yield a higher level of total utility and the consumer 

will be better off. Now just as we constructed the first indiffer- 

ence curve, we can construct a second one. What we get is an 

indifference curve that is higher and to the right of the first 

curve. Because utility along an indifference curve is constant at 

all points, every point along the new curve represents a higher 

level of total utility than every point along the first. 

Figure 6A.2 shows a set of four indifference curves. The 

curve labeled i, represents the combinations of X and Y that 
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Units of Y 

Units of X 

# FIGURE 6A.2 A Preference Map: A Family of 
Indifference Curves 
Each consumer has a unique family of indifference curves called a pref- 

erence map. Higher indifference curves represent higher levels of total 
utility. 

yield the highest level of total utility among the four. Many 

other indifference curves exist between those shown on the 

diagram; in fact, their number is infinite. Notice that as you 
move up and to the right, utility increases. 

The shapes of the indifference curves depend on the pref- 

erences of the consumer, and the whole set of indifference 

curves is called a preference map. Each consumer has a 

unique preference map. 

PROPERTIES OF INDIFFERENCE CURVES 

The indifference curves shown in Figure 6A.2 are drawn bow- 
ing in toward the origin, or zero point, on the axes. In other 

words, the absolute value of the slope of the indifference curves 

decreases, or the curves get flatter, as we move to the right. 

Thus, we say that indifference curves are convex toward the 
origin. This shape follows directly from the assumption of 

diminishing marginal rate of substitution and makes sense if 

you remember the law of diminishing marginal utility. 
To understand the convex shape, compare the segment of 

curve i, between A and B with the segment of the same curve 

between C and D. Moving from A to B, the consumer is willing 

to give up a substantial amount of Y to get a small amount of 

X. (Remember that total utility is constant along an indiffer- 

ence curve; the consumer is therefore indifferent between A 

and B.) Moving from C and D, however, the consumer is will- 

ing to give up only a small amount of Y to get more X. 

This changing trade-off makes complete sense when you 

remember the law of diminishing marginal utility. Notice that 

between A and B, a great deal of Y is consumed and the marginal 

utility derived from a unit of Y is likely to be small. At the same 

time, though, only a little of X is being consumed; so the marginal 

utility derived from consuming a unit of X is likely to be high. 

Suppose, for example, that X is pizza and Y is soda. Near A 

and B, a thirsty, hungry football player who has 10 sodas in 

front of him but only one slice of pizza will trade several sodas 
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for another slice. Down around C and D, however, he has 

20 slices of pizza and a single soda. Now he-will trade several 

slices of pizza to get an additional soda. 
We can show how the trade-off changes more formally by 

deriving an expression for the slope of an indifference curve. 

Let us look at the arc (that is, the section of the curve) between 

A and B. We know that in moving from A to B, total utility 

remains constant. That means that the utility lost as a result of 

consuming less Y must be matched by the utility gained from 

consuming more X. We can approximate the loss of utility by 

multiplying the marginal utility of Y (MU,) by the number of 

units by which consumption of Y is curtailed (AY). Similarly, 

we can approximate the utility gained from consuming more X 

by multiplying the marginal utility of X (MU,) by the number 

of additional units of X consumed (AX). Remember: Because 

the consumer is indifferent between points A and B, total util- 

ity is the same at both points. Thus, these two must be equal in 

magnitude—that is, the gain in utility from consuming more X 

must equal the loss in utility from consuming less Y. Because 
AY is a negative number (because consumption of Y decreases 

from A to B), it follows that 

MUy: AX = — (MUy: AY) 

When we divide both sides by MU, and by AX, we obtain 

AY scityn 
AX MUy 

Recall that the slope of any line is calculated by dividing the 

change in Y—that is, AY—by the change in X—that is, AX. 

Thus, the slope of an indifference curve is the ratio of the mar- 

ginal utility of X to the marginal utility of Y, and it is negative. 

Now let us return to our pizza (X) and soda (Y) example. 

As we move down from the A:B area to the C:D area, our foot- 

ball player is consuming less soda and more pizza. The marginal 

utility of pizza (MU,) is falling, and the marginal utility of soda 
(MUy) is rising. That means that MU,/MU, (the marginal rate 

of substitution) is falling and the absolute value of the slope of 

the indifference curve is declining. Indeed, it does get flatter. 

CONSUMER CHOICE 

As you recall, demand depends on income, the prices of goods 

and services, and preferences or tastes. We are now ready to see 

how preferences as embodied in indifference curves interact 

with budget constraints to determine how the final quantities 
of X and Y will be chosen. 

In Figure 6A.3 a set of indifference curves is superimposed 

on a consumers budget constraint. Recall that the budget con- 

straint separates those combinations of X and Y that are avail- 

able from those that are not. The constraint simply shows 

those combinations that can be purchased with an income of I 

at prices P, and Py. The budget constraint crosses the X-axis at 

I/P,, or the number of units of X that can be purchased with I 

if nothing is spent on Y. Similarly, the budget constraint 

crosses the Y-axis at I/Py, or the number of units of Y that can 

be purchased with an income of J if nothing is spent on X. The 

Units of Y 

ag a 

Units of X 

a FIGURE 6A.3 Consumer Utility-Maximizing 
Equilibrium 
Consumers will choose the combination of X and Y that maximizes 

total utility. Graphically, the consumer will move along the budget 

constraint until the highest possible indifference curve is reached. At 
that point, the budget constraint and the indifference curve are 

tangent. This point of tangency occurs at X* and Y* (point B). 

shaded area is the consumers opportunity set. The slope of a 

budget constraint is —P,/Py. 

Consumers will choose from among available combina- 

tions of X and Y the one that maximizes utility. In graphic terms, 

a consumer will move along the budget constraint until he or 

she is on the highest possible indifference curve. Utility rises by 

moving from points such as A or C (which lie on 7,) toward B 

(which lies on i,). Any movement away from point B moves the 

consumer to a lower indifference curve—g lower level of utility. 

In this case, utility is maximized when our consumer buys X* 

units of X and Y* units of Y. At point B, thebudget constraint is 

just tangent to—that is, just touches—indifference curve i,. As 

long as indifference curves are convex to the origin, utility 

maximization will take place at that point at which the indif- 

ference curve is just tangent to the budget constraint. 

The tangency condition has important implications. 

Where two curves are tangent, they have the same slope, which 

implies that the slope of the indifference curve is equal to the 

slope of the budget constraint at the point of tangency: 

MO Pe 
MUy Py 
U Se 

slope of indifference curve = slope of budget constraint 

By multiplying both sides of this equation by MU, and divid- 
ing both sides by Py, we can rewrite this utility-maximizing rule as 

\ MUx _ MUy \ \ 
Px Pyily) 

This is the same rule derived in our earlier discussion without 
using indifference curves. We can describe this rule intuitively by 



saying that consumers maximize their total utility by equating 
the marginal utility per dollar spent on X with the marginal util- 
ity per dollar spent on Y. If this rule did not hold, utility could be 
increased by shifting money from one good to the other. 

DERIVING A DEMAND CURVE FROM INDIFFERENCE 
CURVES AND BUDGET CONSTRAINTS 
We now turn to the task of deriving a simple demand curve 
from indifference curves and budget constraints. A demand 
curve shows the quantity of a single good, X in this case, that a 
consumer will demand at various prices. To derive the demand 
curve, we need to confront our consumer with several alterna- 
tive prices for X while keeping other prices, income, and pref- 
erences constant. 

Figure 6A.4 shows the derivation. We begin with price P. 
At that price, the utility-maximizing point is A, where the 

a. Indifference curves and budget constraints 

Units of Y 

Units of X 
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consumer demands X, units of X. Therefore, in the right-hand 
diagram, we plot P against X |. This is the first point on our 
demand curve. 

Now we lower the price of X to PX. Lowering the price 
expands the opportunity set, and the budget constraint swivels 
to the right. Because the price of X has fallen, when our con- 
sumer spends all of the income on X, the individual can buy 
more of it. Our consumer is also better off because of being 
able to move to a higher indifference curve. The new utility- 
maximizing point is B, where the consumer demands X, units 
of X. Because the consumer demands X, units of X at a price of 

PX, we plot PX against X, in the right-hand diagram. A second 
price cut to P moves our consumer to point C, with a demand 
of X, units of X, and so on. Thus, we see how the demand curve 
can be derived from a consumers preference map and budget 
constraint. 

b. Demand curve 

Price per unit of X 

Demand 

Units of X 

a FIGURE 6A.4 Deriving a Demand Curve from Indifference Curves and Budget 
Constraint 

Indifference curves are labeled /,, /,, and /,; budget conewaints are shown by the Syne diazennt lines from 

I/Py to I/Px, I/P%, and I/Px. Lowering the price of X from Px to Px and then to Px swivels the budget con- 

straint to the right. At each price, there is a different utility- maximizing combination of X and Y. Utility is 

maximized at point A on i,, point B oni,, and point C on /,. Plotting the three prices against the quantities of 

X chosen results in a standard downward-sloping demand curve. 

1. An indifference curve is a set of points, each point represent- 

ing a combination of goods X and Y, all of which yield the 

same total utility. A particular consumer’s set of indifference 

curves is called a preference map. 

2. The slope of an indifference curve is the ratio of the marginal 

utility of X to the marginal utility of Y, and it is negative. 

SUMMARY 

3. As long as indifference curves are convex to the origin, utility 
maximization will take place at that point at which the indif- 
ference curve is just tangent to—that is, just touches—the 
budget constraint. The utility-maximizing rule can also be 
written as MU,/P, = MUy/Py. 
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REVIEW TERMS AND CONCEPTS) => 

Indifference curve A set of points, Marginal rate of Preference map A consumer's set of 

each point representing a combination of substitution MU,/MUj; the ratio at indifference curves. p. 131 

goods X and Y, all of which yield the same which a household is willing to substitute 
total utility. p. 130 good Y for good X. p. 130 

@B Which of the four assumptions that were made at the beginning Assume that Jim is a rational consumer who consumes only two 

of the Appendix are violated by the indifference curves in goods, apples (A) and nuts (N). Assume that his marginal rate of 

Figure 1? Explain. substitution of apples for nuts is given by the following formula: 

Assume that a household receives a weekly income of $100. If MRS = MU,/MU, = A/N 
Figure 2 represents the choices of that household as the price of That ie firh’s MRS equal torte radeon emmmberer apne 

X changes, plot three points on the household demand curve. 
consumed to the number of nuts consumed. 

a. Assume that Jim’s income is $100, the price of nuts is $5, and 

the price of apples is $10. What quantities of apples and nuts 

will he consume? 

b. Find two additional points on his demand curve for nuts 

(Px, = $10 and Py = $2). 

c. Sketch one of the equilibrium points on an indifference 

curve graph. 

©} If Ann’s marginal rate of substitution of X for Y is 5—that is, 

MU,/MUy = 5—the price of X is $9, and the price of Y is $2, 
she is spending too much of her income on Y. Do you agree or 

disagree? Explain your answer using a graph. 

*Note: Problems marked with an asterisk are more challenging. 

4 FIGURE 1 

Units of Y 

0 30 100 140 180 200 

Units of X 

300 

4 FIGURE 2 
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The Production 
Process: The Behavior 
of Profit-Maximizing 

Firms 

In Chapter 6, we took a brief look 

at the household decisions that lie 

behind supply and demand curves. 

We spent some time discussing 

household choices: how much to 

work and how to choose among 

the wide range of goods and ser- 

vices available within the con- 

straints of prices and income. We 

also identified some of the influ- 

ences on household demand in 

output markets, as well as some of 

the influences on household sup- 

ply behavior in input markets. 

We now turn to the other side of the system and examine the behavior of firms. Firms pur- 

chase inputs to produce and sell outputs that range from computers to string quartet perfor- 

mances. In other words, they demand factors of production in input markets and supply goods | 

and services iri output markets. In this chapter, we look inside the firm at the production process/ 

that transforms inputs into outputs. Although Chapters 7 through 12 describe the behavior of 

perfectly competitive firms, much of what we say in these chapters also applies to firms that are 

not perfectly competitive. For example, when we turn to monopoly in Chapter 13, we will be 

describing firms that are similar to competitive firms in many ways. All firms, whether competi-| 

tive or not, demand inputs, engage in production, and produce outputs. All firms have an incen-| 

_tive to maximize profits and thus to minimize costs. pnts 

Central to our analysis is production, the process by which inputs are combined, trans- 

formed, and turned into outputs. Firms vary in size and internal organization, but they all take 

inputs and transform them into goods and services for which there is some demand. For exam- 

ple, an independent accountant combines labor, paper, telephone and e-mail service, time, learn- 

ing, and a Web site to provide help to confused taxpayers. An automobile plant uses steel, labor, 

plastic, electricity, machines, and countless other inputs to produce cars. If we want to under- 

stand a firm’s costs, we first need to understand how it efficiently combines inputs to produce 

goods and services. Before we begin our discussion of the production process, however, we need 

to clarify some of the assumptions on which our analysis is based. 

Production Is Not Limited to Firms Although our discussions in the next several 

chapters focus on profit-making business firms, it is important to understand that production 

and productive activity are not confined to private business firms. Households also engage in 

transforming factors of production (labor, capital, energy, natural resources, and so on) into 

useful things. When you work in your garden, you are combining land, labor, fertilizer, seeds, 

and tools (capital) into the vegetables you eat and the flowers you enjoy. The government also 

CHAPTER OUTLINE 

The Behavior of 
Profit-Maximizing 
Firms p. 136 

Profits and Economic Costs 

Short-Run Versus Long- 

Run Decisions 

The Bases of Decisions: 

Market Price of Outputs, 
Available Technology, and 
Input Prices 

The Production 
Process pp. 140 

Production Functions: 

Total Product, Marginal 
Product, and Average 
Product 

Production Functions with 

Two Variable Factors of 

Production 

Choice of 
Technology ». 145 

Looking Ahead: Cost 
and Supply ». 147 

Appendix: Isoquants 
and Isocosts pp. 150 

production The process 

by which inputs are 

combined, transformed, and 

turned into outputs. 



136 PARTI The Market System: Choices Made by Households and Firms 

firm An organization that 

comes into being when a 

person or a group of people 

decides to produce a good or 

service to meet a perceived) 

demand. 5 

> FIGURE 7.1 The Three 

Decisions That All Firms ~—— 

Must Make 

{ 

profit (economic profit) 

The difference between total 

revenue and total cost. 

total revenue The 

amount received from the sale 

of the product (g x P). 

total cost (total 

economic cost) The total 

of (1) out-of-pocket costs and 

(2) opportunity cost of all 

factors of production. 

combines land, labor, and capital to produce public services for which demand exists: national 

defense, homeland security, police and fire protection, and education, to name a few. 

Private business firms are set apart from other producers, such as households and govern- 

ment, by their purpose.|A firm exists when a person or a group of people decides to produce a 

good or service to meet a perceived demand/ Firms engage in production—that is, they trans- 

form inputs into outputs—because they can sell their products for more than it costs to pro- 

duce them. 

The Behavior of Profit-Maximizing Firms 

All firms must make several basic decisions to achieve what we assume to be their primary objec- 

tive—maximum profits. 

As Figure 7.1 states, the three decisions that all firms must make include: 

1. How much output to supply (quantity of product) 
2. How to produce that output (which production technique/technology to use) 

3. How much of each input to demand 

WOK 3: : 

| Which production © How much of 
i ~ technology ira eachinputto 

ce Fonte demand 

The first and last choices are linked by the second choice. Once a firm has decided how much 
to produce, the choice of a production method determines the firm’s input requirements. If a 

sweater company decides to produce 5,000 sweaters this month, it knows how many production 

workers it will need, how much electricity it will use, how much raw yarn to purchase, and how 

many sewing machines to run. 

Similarly, given a technique of production, any set of input quantities determines the 

amount of output that can be produced. Certainly, the number of machines and workers 

employed in a sweater mill determines how many sweaters can be produced. 

Changing the technology of production will change the relationship between input and out- 

put quantities. An apple orchard that uses expensive equipment to raise pickers up into the trees 

will harvest more fruit with fewer workers in a given period of time than an orchard in which 

pickers use simple ladders. It is also possible that two different technologies can produce the same 

quantity of output. For example, a fully computerized textile mill with only a few workers run- 

ning the machines may produce the same number of sweaters as a mill with no sophisticated 

machines but many workers. A profit-maximizing firm chooses the technology that minimizes its 
costs for a given level of output. a> 

In this chapter, all firms in a given industry produce the same exact product and we are con- 
cerned solely with production. In later chapters, these three basic decisions will be expanded to 
include the setting of prices and the determination of product quality. 

Profits and Economic Costs 

We assume that firms are in business to make a profit and that a firm’s behavior is guided by the 
goal of maximizing profits. What is profit? Profit is the difference between total revenue and 
total cost: t 

profit = total revenue — total cost 

Total revenue is the amount received from the sale of the product; it is equal to the number of 
units sold (q) times the price received per unit (P). Total cost is less straightforward to define. 
We define total cost here to include (1) out-of-pocket costs and (2) opportunity cost of all inputs 
or factors of production. Out-of-pocket costs are sometimes referred to as explicit costs or 
accounting costs. These refer to costs as an accountant would calculate them. Economic costs 
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include the opportunity cost of every input. These opportunity costs are often referred to as 
implicit costs. The term profit will from here on refer to economic profit. So whenever we say profit 
= total revenue — total cost, what we really mean is 

[ economic profit = total revenue — total economic cost a2 2 u ee ee 

The reason we take opportunity costs into account is that we are interested in analyzing the 
behavior of firms from the standpoint of a potential investor or a potential new competitor. If I 
am thinking about buying a firm or shares in a firm or entering an industry as a new firm, I need 
to consider the full costs of production. For example, if a family business employs three family 
members but pays them no wage, there is still a cost: the opportunity cost of their labor. In eval- 
uating the business from the outside, these costs must be added if we want to figure out whether 
the business is successful. 

The most.i portant opportunity cost that is included in economic cost is the opportunity 
cost of capital. The way we treat the opportunity cost of capital is to add a normal rate of return to 
capital as part of economic cost Peseta baste 

Normal Rate of Return When someone decides to start a firm, that person must com- 
mit resources. To operate a manufacturing firm, you need a plant and some equipment. To 
start a restaurant, you need to buy grills, ovens, tables, chairs, and so on. In other words, you 
must invest in capital. To start an e-business, you need a host site, some computer equipment, 
some software, and a Web-site design. Such investment requires resources that stay tied up in 
the firm as long as it operates. Even firms that have been around a long time must continue to 
invest. Plant and equipment wear out and must be replaced. Firms that decide to expand must 
put new capital in place. This is as true of proprietorships, where the resources come directly 
from the proprietor, as it is of corporations, where the resources needed to make investments 
come from shareholders. 

Whenever resources are used to invest in a business, there is an opportunity cost. Instead 

of opening a candy store, you could put your funds into an alternative use such as a certificate 
of deposit or a government bond, both of which earn interest. Instead of using its retained 
earnings to build a new plant, a firm could earn interest on those funds or pay them out to 

shareholders. bes 

Rate of return is the annual flow of net income generated by an investment expressed as a 

percentage of the total investment. For example, if someone makes a $100,000 investment in cap- 
ital to start a small restaurant and the restaurant produces a flow of profit of $15,000 every year, 
we say the project has a “rate of return” of 15 percent. Sometimes we refer to the rate of return as 

the yield of the investment. ae 
A normal rate of returmis the rate that is just sufficient to keep owners and investors satis- normal rate of return 

fied. If the rate of return were to fall below normal, it would be difficult or impossible for managers A rate of return on capital that 

to raise resources needed to purchase new capital. Owners of the firm would be receiving a rate of is just sufficient ue keep owners 

return that was lower than what they could receive elsewhere in the economy, and they would have and TAN Sat ORS. satisfied. For 

no incentive to invest in the firm. eee 
If the firm has fairly steady revenues and the future looks secure, the normal rate of should be nearly the same as a F Eoeae the interest rate on risk-free 

: onds. A firm cer- return should be very close to the interest rate on risk-free governmen S povernmenn bonds: 

tainly will not keep investors interested in it if it does not pay them a rate of return at least as — 

high as they can get from a risk-free government or corporate bona. If a firm is rock solid 

and the economy is steady, it may not have to pay a much higher rate. However, if a firm is in 

a very speculative industry and the future of the economy is shaky, it may have to pay sub- 

stantially more to keep its shareholders happy. In exchange for taking such a risk, the share-| * 
\ 

holders will expect a higher return. ay 

A normal rate of return is considered a part of the total cost of a business. Adding anormal ~ , 

rate of return to total cost has an important implication: When a firm earns a normal rate of 

return, it is earning a zero profit as we have defined profit. If the level of profit is positive, the firm 

is earning an above-normal rate of return on capital. 

A simple example will illustrate the concepts of a normal rate of return being part of total 

cost. Suppose that Sue and Ann decide to start a small business selling turquoise belts in the 

‘Denver airport. To get into the business, they need to invest in a fancy pushcart. The price of the 

pushcart is $20,000 with all the displays and attachments included. Suppose that Sue and Ann 

estimate that they will sell 3,000 belts each year for $10 each. Further assume that each belt costs 

] 
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$5 from the supplier. Finally, the cart must be staffed by one clerk, who works for an annual wage 

of $14,000. Is this business going to make a profit? 

To answer this question, we must determine total revenue and total cost. First, annual rev- 

enue is $30,000 (3,000 belts x $10). Total cost includes the cost of the belts—$15,000 (3,000 belts 

x $5)—plus the labor cost of $14,000, for a total of $29,000. Thus, on the basis of the annual rev- 

enue and cost flows, the firm seems to be making a profit of $1,000 ($30,000 — $29,000). 

What about the $20,000 initial investment in the pushcart? This investment is not a direct 

part of the cost of Sue and Ann’s firm. If we assume that the cart maintains its value over time, the 

only thing that Sue and Ann are giving up is the interest they might have earned had they not tied up 

their funds in the pushcart. That is, the only real cost is the opportunity cost of the investment, 

which is the forgone interest on the $20,000. “Milegarow telecee 

Now suppose that Sue and Ann want a minimum return equal to 10 percent—which is, say, 

the rate of interest that they could have gotten by purchasing corporate bonds. This implies a nor- 

mal return of 10 percent, or $2,000 annually (= $20,000 x 0.10) on the $20,000 investment. As we 

determined earlier, Sue and Ann will earn only $1,000 annually. This is only a 5 percent return on 

their investment. Thus, they are really earning a below-normal return. Recall that the opportunity 

cost of capital must be added to total cost in calculating profit. Thus, the total cost in this case is 

$31,000 ($29,000 + $2,000 in forgone interest on the investment). The level of profit is negative: 

$30,000 minus $31,000 equals —$1,000. These calculations are summarized in Table 7.1. Because 

the level of profit is negative, Sue and Ann are actually suffering a Joss on their belt business. 

TABLE 7.1 Calculating Total Revenue, Total Cost, and Profit 

Initial Investment: $20,000 
Market Interest Rate Available: 0.10, or 10% 

Total revenue (3,000 belts x $10 each) $30,000 

Costs 

Belts from supplier $15,000 

Labor cost 14,000 

Normal return/opportunity cost of capital ($20,000 x 0.10) 2,000 
Total Cost $31,000 

Profit = total revenue — total cost —$1,000* 

There is a loss of $1,000. 

’ 

‘ 

When a firm earns a positive level of profit, it is earning more than is sufficient to retain the 

interest of investors. In fact, positive profits are likely to attract new firms into an industry and 

cause existing firms toexpand. Aig; “FRE 
When a firm suffers a negative level of profit—that is, when it incurs a loss—it is earning ata 

rate below that required to keep investors happy. Such a loss may or may not be a loss as an 

accountant would measure it. Even if a firm is earning a rate of return of 10 percent it is earning 
a below-normal rate of return, or a loss, if a normal return for its industry is 15 percent. Losses 
may cause some firms to exit the industry; others will contract in size. Certainly, new investment 
will not flow into such an industry. —— 

Short-Run Versus Long-Run Decisions 

The decisions made by a firm—how much to produce, how to produce it, and what inputs to 
demand—all take time into account. If a firm decides that it wants to double or triple its output, 
it may need time to arrange financing, hire architects and contractors, and build a new plant. 
Planning for a major expansion can take years. In the meantime, the firm must decide how much 
to produce within the constraint of its existing plant. If a firm decides to get out of a particular 
business, it may take time to arrange an orderly exit. There may be contract obligations to fulfill, 
equipment to sell, and so on. Once again, the firm must decide what to do in the meantime. 

A firm’s immediate response to a change in the economic environment may differ from its 
response over time. Consider, for example, a small restaurant with 20 tables that becomes very 
popular. The immediate problem for the owners is getting the most profit within the constraint 
of the existing restaurant. The owner might consider adding a few tables or speeding up service 
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to squeeze in a few more customers. Some popular restaurants do not take reservations, forcing 
people to wait at the bar. This practice increases drink revenues and keeps tables full at all times. 
At the same time, the owner may be thinking of expanding the current facility, moving to a larger 
facility, or opening a second restaurant. In the future, the owner might buy the store next door 
and double the capacity. Such decisions might require negotiating a lease, buying new equip- 
ment, and hiring more staff. It takes time to make and implement these decisions. 

Because the character of immediate response differs from long-run adjustment, it is useful to 
define two time periods: the short run and the long run. Two assumptions define the short run: ( short run The period of 
(1) a fixed scale (or a fixed factor of production) and (2) no entry into or exit from the industry. | time for which two conditions 
First, the-short run is defined as that period during which existing firms have some fixed factor of 
production—that is, during which time some factor locks them into their current scale of opera- 
tions. Second, new firms cannot enter and existing firms cannot exit an industry in the short run. 
Firms may curtail operations, but they are still locked into some costs even though they may be in 
the process of going out of business. 
~ Which factor or factors of production are fixed in the short run differs from industry to 
industry. For a manufacturing firm, the size of the physical plant is often the greatest limitation. 
A factory is built with a given production rate in mind. Although that rate can be increased, out- 
put cannot increase beyond a certain limit in the short run. For a private physician, the limit may 
be the capacity to see patients; the day has only so many hours. In the long run, the doctor may 
invite others to join the practice and expand; but for now, in the short run, this sole physician is 
the firm, with a capacity that is the firm’s only capacity. For a farmer, the fixed factor may be 
land. The capacity of a small farm is limited by the number of acres being cultivated. 

In the long run, there are no fixed factors of production. Firms can plan for any output level 
they find desirable. They can double or triple output, for example. In addition, new firms can start | 
up operations (enter the industry), and existing firms can go out of business (exit the industry). 

No hard-and-fast rule specifies how long the short run is. The point is that firms make two 

basic kinds of decisions: those that govern the day-to-day operations of the firm and those that 
involve longer-term strategic planning. Sometimes major decisions can be implemented in 
weeks. Often, however, the process takes years. 

The Bases of Decisions: Market Price of Outputs, Available 
Technology, and Input Prices 
As we said earlier, a firm’s three fundamental decisions are made with the objective of maximiz- 

ing profits. Because profits equal total revenues minus total costs, each firm needs to know how 

much it costs to produce its product and how much its product can be sold for. 

To know how much it costs to produce a good or service, a firm needs to know something 

about the production techniques that are available and about the prices of the inputs required. To 

estimate how much it will cost to operate a gas station, for instance, a firm needs to know what 

equipment is needed, how many workers, what kind of a building, and so on. The firm also needs 

to know the going wage rates for mechanics and unskilled laborers, the cost of gas pumps, inter- 

est rates, the rents per square foot of land on high-traffic corners, and the wholesale price of gaso- 
line. Of course, the firm also needs to know how much it can sell gasoline and repair services for. 

In the language of economics, a firm needs to know three things: 

1. The market price of output 
= eR Se ee 

2. The techniques of production that are available 

3. The prices of inputs 

Output price determines potential revenues. The techniques available tell me how much of each 

input I need, and input prices tell me how much they will cost. Together the available production 

techniques and the prices of inputs determine costs. 

The rest of this chapter and the next chapter focus on costs of production. We begin at the heart 

of the firm, with the production process. Faced with a set of input prices, firms must decide on the 

_ best, or optimal, method of production (Figure 7.2). The optimal method of production is the one 

that minimizes cost. With cost determined and the market price of output known, a firm will make a 

final judgment about the quantity of product to produce and the quantity of each input to demand. 

\ hold: The firm is operating 

| under a fixed scale (fixed 

_ factor) of production, and 

firms can neither enter nor exit 

\an industry. 

long run That period of 
time for which there are no 

fixed factors of production: 

Firms carrincrease or decrease 
the scale of operation, and 

new firms can enter and 

| existing firms can exit the 

\ industry. 

optimal method of 

production The 

production method that 

minimizes cost. 
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> FIGURE 7.2 
Determining the 

Optimal Method of 
Production 

production technology 

The quantitative relationship 

between inputs and outputs. 

labor-intensive 
technology Technology 

that relies heavily on human 

labor instead of capital. 

capital-intensive 
technology Technology 

that relies heavily on capital 

instead of human labor. 

production function or 

total product function 
A numerical or mathematical 

expression of a relationship 

between inputs and outputs. It 

shows units of total product as 

a function of units of inputs. 
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The Production Process 
Production is the process through which inputs are combined and transformed into outputs. 

Production technology relates inputs to outputs. Specific quantities of inputs are needed to 

produce any given service or good. A loaf of bread requires certain amounts of water, flour, and 

yeast; some kneading and patting; and an oven and gas or electricity. A trip from downtown New 

York to Newark, New Jersey, can be produced with a taxicab, 45 minutes of a driver’s labor, some 

gasoline, and so on. 

Most outputs can be produced by a number of different techniques. You can tear down an 

old building and clear a lot to create a park in several ways, for example. Five hundred men and 

women could descend on the park with sledgehammers and carry the pieces away by hand; this 

would be a labor-intensive technology. The same park could be produced by two people with 

a wrecking crane, a steam shovel, a backhoe, and a dump truck; this would be a capital-intensive 

technology. Similarly, different inputs can be combined to transport people from Oakland to 

San Francisco. The Bay Area Rapid Transit carries thousands of people simultaneously under San 

Francisco Bay and uses a massive amount of capital relative to labor. Cab rides to San Francisco 

require more labor relative to capital; a driver is needed for every few passengers. 

In choosing the most appropriate technology, firms choose the one that minimizes the cost 

of production. For a firm in an economy with a plentiful supply of 1 inexpensive labor but not 

much capital, the optimal method of production will involve labor-intensive techniques. For 

example, assembly of items such as running shoes is done most efficiently by hand. That is why 

Nike produces virtually all its shoes in developing countries where labor costs are very low. In 

contrast, firms in an economy with high wages and high labor costs have an incentive to substi- 

tute away from labor and to use more capital-intensive, or labor-saving, techniques. Suburban 

office parks use more land and have more open space in part because land in the suburbs is more 

plentiful and less expensive than land in the middle of a big city. 

Production Functions: Total Product, Marginal Product, 
and Average Product 
The relationship between inputs and outputs—that is, the production technology—expressed 
numerically or mathematically is called a production function (or total product function). 
A production function shows units of total product as a function of units of inputs. 

Imagine, for example, a small sandwich shop. All the sandwiches made in the shop are 
grilled; and the shop owns only one grill, which can accommodate only two workers comfortably. 
As columns 1 and 2 of the production function in Table 7.2 show, one person working alone can 
produce only 10 sandwiches per hour in addition to answering the phone, waiting on customers, 
keeping the tables clean, and so on. The second worker can stay at the grill full-time and not 
worry about anything except making sandwiches. Because the two workers together can produce 
25 sandwiches, the second worker can produce 25 — 10 = 15 sandwiches per hour. A third person 
trying to use the grill produces crowding; but with careful use of space, more sandwiches can be 
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TABLE 7.2 Production Function 

ts CDs (2) m6) tf) or Units Total Product Marginal Product a Average Product of Labor (Employees) | (Sandwiches per Hour) of Labor \(Total Product + Labor Units) 
0 0 me con I i gids 
1 10 10 10.0 
2 29 15 2S) 
2 fo) 10 ibd 
4 40 S 10.0 
5 42 2 8.4 
6 42 0) 7.0 eer ee es I TO Eis USE cts ste 

produced. The third worker adds 10 sandwiches per hour. Note that the added output from hir- 
ing a third worker is less because of the capital constraint, not because the third worker is some- 
how less efficient or hardworking. We assume that all workers are equally capable. 

The fourth and fifth workers can work at the grill only while the first three are putting the 
pickles, onions, and wrapping on the sandwiches they have made. Then the first three must wait 
to get back to the grill. Worker four adds five sandwiches per hour to the total, and worker five 
adds just two. Adding a sixth worker adds no output at all: The current maximum capacity of the 
shop is 42 sandwiches per hour. 

Figure 7.3(a) graphs the total product data from Table 7.2. As you look at Table 7.2 and think 
about marginal product, you should begin to see how important the nature of the production 
function is to a firm. We see that the sandwich firm that hires a fourth worker will be expanding 
its sandwich production by five. Is it worth it? That will in turn depend on how much the worker 

costs and for how much the shop can sell the sandwich. As we proceed to analyze the firm’s deci- 

sion in the next few chapters, we will explore this further. 

a. Production function b. Marginal product of labor 
(Total product) 

B 2 = 
a ei : 3 
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a =| 
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‘ = 
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0 ] 2 3 a 5 6 0 ] 2 3) 4 5 6 

Number of employees Number of employees 

Marginal Product and the Law of Diminishing Returns Marginal product is 

the additional output that can be produced by hiring one more unit of a specific input, holding 

all other inputs constant. As column 3 of Table 7.2 shows, the marginal product of the first unit of 

labor in the sandwich shop is 10 sandwiches; the marginal product of the second is 15; the third, 

10; and so on. The marginal product of the sixth worker is zero. Figure 7.3(b) graphs the mar- 

ginal product of labor curve from the data in Table 7.2. | 

The law of diminishing returns states that after a certain point, when additional units of a 

variable input are added to fixed inputs (in this case, the building and grill), the marginal product of 

the variable input (in this case, labor) declines. The British economist David Ricardo first formu- 

lated the law of diminishing returns on the basis of his observations of agriculture in nineteenth- 

~ century England. Within a given area of land, he noted, successive “doses” of labor and capital 

yielded smaller and smaller increases in crop output. The law of diminishing returns is true in 

agriculture because only so much more can be produced by farming the same land more intensely. 

4 FIGURE 7.3 
Production Function 

for Sandwiches 

A production function is a numerical 

representation of the relationship 
between inputs and outputs. In 

Figure 7.3(a), total product (sand- 
wiches) is graphed as a function of 
labor inputs. The marginal product 
of labor is the additional output 

that one additional unit of labor 

produces. Figure 7.3(b) shows 

that the marginal product of the 

second unit of labor at the sand- 
wich shop is 15 units of output; 

the marginal product of the fourth 

unit of labor is 5 units of output. 

marginal product The 

additional output that can be 

| produced by adding one more 

unit of a specific input, ceteris 

paribus. 

| law of diminishing 

When additional 

\units of a variable input are 

added to fixed inputs after a 

certain point, the marginal 

product of the variable input 

|returns 

declines. 
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_average product The 
_ average amount produced by 

| each unit of a variable factor of 
| production. 

In manufacturing, diminishing returns set in when a firm begins to strain the capacity of its exist- 

ing plant. 

At our sandwich shop, diminishing returns set in when the third worker is added. The mar- 

ginal product of the second worker is actually higher than the first [Figure 7.3(b)]. The first 

worker takes care of the phone and the tables, thus freeing the second worker to concentrate 

exclusively on sandwich making. From that point on, the grill gets crowded. 

Diminishing returns characterize many productive activities. Consider, for example, an 

independent accountant who works primarily for private citizens preparing their tax returns. 

As more and more clients are added, the accountant must work later and later into the 

evening. An hour spent working at 1 A.M. after a long day is likely to be less productive than 

an hour spent working at 10 A.M. Here the fixed factor of production is the accountant, whose 

mind and body capacity ultimately limits production, much as the size of a plant limits pro- 

duction in a factory. 

Diminishing returns, or diminishing marginal product, begin to show up when more and 

more units of a variable input are added to a fixed input, such as the scale of the plant: Recall that 

we defined the short run as that period in which some fixed factor of production constrains the 

firm. It then follows that diminishing returns always apply in the short run and that in the short 

run, every firm will face diminishing returns. This means that every firm finds it progressively 

more difficult to increase its output as it approaches capacity production. 

Marginal Product Versus Average Product Average product is the average 
amount produced by each unit of a variable factor of production. At our sandwich shop with 

one grill, that variable factor is labor. In Table 7.2, you saw that the first two workers together 

produce 25 sandwiches per hour. Their average product is therefore 12.5 (25 + 2). The third 

worker adds only 10 sandwiches per hour to the total. These 10 sandwiches are the marginal 

product of labor. The average product of the first three units of labor, however, is 11.7 (the aver- 

age of 10, 15, and 10). Stated in equation form, the average product of labor is the total product 

divided by total units of labor: 

total product 
duct of lab = AVE ASAP TOGUCE CF 22008 total units of labor 

Average product “follows” marginal product, but it does not change as quickly. If marginal 

product is above average product, the average rises; if marginal product is below average product, 

the average falls. Suppose, for example, that you have had six exams and that your average is 86. If 

you score 75 on the next exam, your average score will fall, but not all the way to 75. In fact, it will 

fall only to 84.4. If you score a 95 instead, your average will rise to 87.3. As columns 3 and 4 of 

Table 7.2 show, marginal product at the sandwich shop declines continuously after the third 
worker is hired. Average product also decreases, but more slowly. 

Figure 7.4 shows a typical production function and the marginal and average product curves 

derived from it. The marginal product curve is a graph of the slope of the total product curve— 

that is, of the production function. Average product and marginal product start out equal, as they 
do in Table 7.2. As marginal product climbs, the graph of average product follows it, but more 
slowly, up to L, (point A). 

Notice that marginal product starts out increasing. (It did so in the sandwich shop as well.) 
Most production processes are designed to be run well by more than one worker. Take an assem- 
bly line, for example. To work efficiently, an assembly line needs a worker at every station; it’s a 
cooperative process. The marginal product of the first workers is low or zero. As workers are 
added, the process starts to run and marginal product rises. 

At point A (L, units of labor), marginal product begins to fall. Because every plant has a 
finite capacity, efforts to increase production will always run into the limits of that capacity. At 
point B (L, units of labor), marginal product has fallen to equal the average product, which has 
been increasing. Between point B and point C (between L, and L, units of labor), marginal prod- 
uct falls below average product and average product begins to follow it down. Average product is 
at its maximum at point B, where it is equal to marginal product. At L,, more labor yields no 
more output and marginal product is zero—the assembly line has no more positions, the grill is 
jammed, and the accountant is too tired to see another client. 
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Total product 

Output 

Output 
Average product 

Marginal product 

| 
| 
| 
| 
| 
I 
| 
| 
| 

i L, L; 

Units of labor, L 

Production Functions with Two Variable Factors of 

Production 

So far, we have considered production functions with only one variable factor of production. 

However, inputs work together in production. In general, additional capital increases the produc- 

tivity of labor. Because capital—buildings, machines, and so on—is of no use without people to 

operate it, we say that capital and labor are complementary inputs. 

A simple example will clarify this point. Consider again the sandwich shop. If the demand 
for sandwiches began to exceed the capacity of the shop to produce them, the shop’s owner 

might decide to expand capacity. This would mean purchasing more capital in the form of a 

new grill. 
A second grill would essentially double the shop’s productive capacity. The new higher 

capacity would mean that the sandwich shop would not run into diminishing returns as quickly. 

With only one grill, the third and fourth workers are less productive because the single grill gets 

crowded. With two grills, however, the third and fourth workers could produce 15 sandwiches per 

hour using the second grill. In essence, the added capital raises the productivity of labor—that is, 

the amount of output produced per worker per hour. 

~~ Just as the new grill enhances the productivity of workers in the sandwich shop, new busi- 

nesses and the capital they put in place raise the productivity of workers in countries such as 

Malaysia, India, and Kenya. 

This simple relationship lies at the heart of worries about productivity at the national and 

international levels. Building new, modern plants and equipment enhances a nation’s productiv- 

| ity. In the last decade, China has accumulated capital (that is, built plant and equipment) at a very 

high rate. The result is growth in the average quantity of output per worker in China. 

4 FIGURE 7.4 Total 
Average and Marginal 
Product 

Marginal and average product 
curves can be derived from total 
product curves. Average 
product is at its maximum at 
the point of intersection with 
marginal product. 
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ECONOMICS IN PRACTICE 

UPS Technology Speeds Global Shipping 
In this chapter we have described 

the way that firms combine labor 

and capital in producing output of 

various types. The article below 

describes that process at UPS. 

There, the capital consists of a huge 

fleet of trucks and planes as well as 

advanced, highly automated pack- 

age sorting facilities. 

As you read about production, you might have wondered where production functions 

come from. Here we see UPS’s search for new production techniques, ones that will allow 

their labor force and trucks to deliver an increasing number of packages per day. A major 

focus of research at many firms, including UPS, is looking for better ways to combine labor 

and capital in the production process. 

New UPS Technologies Aim to Speed Worldwide Package Delivery 

Information Week 

Somewhere behind UPS’s 600-aircraft fleet, the hundreds of thousands of packages UPS 
processes per hour, and the 550,000 customers using its software is the package-delivery 

company’s technology. That technology was formally enhanced this week as UPS unveiled 

software that uses the Internet to streamline its booming global shipping services. 
UPS’s technology can track and link together global shipments across oceans and 

continents, Kurt Kuehn, UPS senior VP of worldwide sales and marketing, said Tuesday. 

By leveraging technology, UPS is a catalyst for promoting free trade, he said. 

Customers had a great deal of input in the development of the new enhancements, 

noted Jordan Colletta, VP of UPS’s customer technology marketing. 

A former UPS driver himself, Colletta knows just how important feedback from the field 
and customers can be as the company enhances its technology and develops new services. 

The enhancements UPS unveiled this week beef up the company’s main téchnology offer- 

ings, which include WorldShip 9.0, Quantum View Manage, and UPS Billing Solutions. 

Taken together, the offerings give users applications that range far and wide from tradi- 

tional shipping functions and emphasize making international shipping easier. With 

WorldShip, which typically resides on a PC and requires just 128 Mbytes of RAM, users 

can import shipping information using XML schema. Now available in 14 languages, 
WorldShip simplifies international shipments, giving users the opportunity to choose 
from three time-of-day shipping options. 

With new features in Quantum View Manage, users can search, sort, filter, e-mail, and 

download shipment data functions. Customer package and freight shipment status is easily 
displayed, and no tracking number is required. Customers can view scanned images of var- 
ious documents, including the bill of lading, corrected bill of lading, and delivery receipts. 

The heart of UPS technology is centered at its Worldport technology center in 
Louisville, Kentucky, where UPS maintains 122 miles of high-speed conveyors and a 
database capable of processing some 60 million transactions an hour. The company 
also maintains databases elsewhere... 

“Our customers told us WorldShip was great,” Colletta said. “But they wanted to 
ship from their desktops, too. It’s been a great success, and it’s an idea of how we are 
“‘customer-centric.’” 

By W. David Gardner, InformationWeek, March 20, 2007. URL: http://www.informationweek.com/story/ 
showArticle.jhtml?articleLD=198 100187 
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Choice of Technology 
As our sandwich shop example shows, inputs (factors of production) are complementary. Capital 
enhances the productivity of labor. Workers in the sandwich shop are more productive when they 
are not crowded at a single grill. Similarly, labor enhances the productivity of capital. When more 
workers are hired at a plant that is operating at 50 percent of capacity, previously idle machines 
suddenly become productive. 

However, inputs can also be substituted for one another. If labor becomes expensive, firms can 
adopt labor-saving technologies; that is, they can substitute capital for labor. Assembly lines can be 
automated by replacing human beings with machines, and capital can be substituted for land 
when land is scarce. If capital becomes relatively expensive, firms can substitute labor for capital. In 
short, most goods and services can be produced in a number of ways, through the use of alterna- 
tive technologies. One of the key decisions that all firms must make is which technology to use. 

Consider the choices available to the diaper manufacturer in Table 7.3. Five different tech- 
niques of producing 100 diapers are available. Technology A is the most labor-intensive, requir- 
ing 10 hours of labor and 2 units of capital to produce 100 diapers. (You can think of units of 
capital as machine hours.) Technology EF is the most capital-intensive, requiring only 2 hours of 
labor but 10 hours of machine time. 

TABLE 7.3 Inputs Required to Produce 100 Diapers Using 
Alternative Technologies 

Technology Units of Capital (K) Units of Labor (L) 

A 2 10 

B 3 6 

G 4 4 
D 6 3 
E 10 2D 

To choose a production technique, the firm must look to input markets to learn the current 

market prices of labor and capital. What is the wage rate (P,), and what is the cost per hour of capi- 

tal (P,.)? The right choice among inputs depends on how productive an input is and what its price is. 

Suppose that labor and capital are both available at a price of $1 per unit. Column 4 of 

Table 7.4 presents the calculations required to determine which technology is best. The winner 

is technology C. Assuming that the firm’s objective is to maximize profits, it will choose the 

least-cost technology. Using technology C, the firm can produce 100 diapers for $8. All four of 

the other technologies produce 100 diapers at a higher cost. 
Now suppose that the wage rate (P,) were to rise sharply, from $1 to $5. You might guess that 

this increase would lead the firm to substitute labor-saving capital for workers, and you would be 

right. As column 5 of Table 7.4 shows, the increase in the wage rate means that technology E is 

now the cost-minimizing choice for the firm. Using 10 units of capital and only 2 units of labor, 

the firm can produce 100 diapers for $20. All other technologies are now more costly. Notice too 

from the table that the firm’s ability to shift its technique of production softened the impact of 

the wage increase on its costs. The flexibility of a firm’s techniques of production is an important 

determinant of its costs. Two things determine the cost of production: (1) technologies that are 

available and (2) input prices. Profit-maximizing firms will choose the technology that mini- 

mizes the cost of production given current market input prices. 

TABLE 7.4 Cost-Minimizing Choice Among Alternative Technologies (100 Diapers) 

(4) (S) 
Cost = (Lx P,) + (KX Py) 

(1) (2) (3) P,=$1 P, = $5 

Technology Units of Capital (K) Units of Labor (L) P= 81 P= $1 

A 2 10 $12 op? 

B 3 6 9 33 

(e 4 + 8 24 

D 6 3) 9 PUA 

E 10 2 2 20 
——_ 
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ECONOMICS IN PRACTICE 

How Fast Should a Truck Driver Go? 
The trucking business gives us an opportunity to think 

about choice among technologies in a concrete way. 
Suppose you own a truck and use it to haul merchan- 

_ dise for retailers such as Target and Sears. Your typical run 

_ is 200 miles, and you hire one person to drive the truck at 

a cost of $20 per hour. How fast should you instruct him 

to drive the truck? Consider the cost per trip. 
Notice that even with fixed inputs of one truck and 

one driver, you still have some choices to make. In the 

language of this chapter, you can think of the choice as 

one of slow-drive technology (let’s say 50 mph) versus 

fast-drive technology (say, 60 mph). 
If the driver’s time were the only input, the problem 

_ would be simple: Labor costs are minimized if you tell 

_ him to drive fast. At 60 mph, a trip takes the driver only 

3.33 hours (200 miles divided by 60 mph) and costs you 

$66.67 given his $20 wage rate. However, at a speed of 
50 mph, it takes four hours and costs you $80. With one 
variable input, the best technology is the one that uses that input most efficiently. In fact, with 

only one variable input, you would tell the driver to speed regardless of his wage rate. 

But, of course, trucks require not only drivers but also fuel, which is where the question 

gets more interesting. As it turns out, the fuel mileage that a truck gets diminishes with 

_ speed beyond about 50 mph. Let’s say in this case that the truck gets 15 miles per gallon at 

50 mph but only 12 miles per gallon at 60 mph. Now we have a trade-off. When you tell the 

driver to go fast, your labor costs are lower but your fuel costs are higher. 

So what instructions do you give? It should be clear that your instructions depend on the 

price of fuel. First suppose that fuel costs $3.50 per gallon. If the trucker drives fast, he will get 

12 miles per gallon. Since the trucker has to drive 200 miles per trip, he burns 16.66 gallons 

(200 divided by 12); and total fuel cost is $58.31. Driving fast, the truckes goes 60 miles per 

hour. You have to pay him for 3.33 hours (200 divided by 60), which at $20 per hour, is a total 

of $66.67. The total for the trip is $124.97. =. 

On the other hand, if your trucker drives slowly, he will get 15 miles per gallon, which 

means you need only 13.33 gallons, which costs $46.67. But now it takes more time. He takes 

four hours, and you must pay him 4 x $20, or $80 per trip. Total cost is now $126.66. Thus, the 
cost-minimizing solution is to have him drive fast. 

Now try a price of $4.50 per gallon. Doing the same calculations, you should be able to 

show that when driving slowly, the total cost is $139.99; when driving fast, the cost is $141.63. 

Thus, the higher fuel price means that you tell the driver to slow down. 
Going one step further, you should be able to show that at a fuel price of $4, the trip costs 

the same whether your trucker drives fast or slowly. 
In fact, you should be able to see that at fuel prices in excess of $4 per gallon, you tell your 

driver to slow down, while at cheaper prices, you tell him to speed up. With more than one 
input, the choice of technologies often depends on the unit cost of those inputs. 

The observation that the optimal “technology” to use in trucking depends on fuel prices 
is one reason we might expect accident rates to fall with rises in fuel prices (in addition to 
the fact that everyone drives less when fuel is expensive). Modern technology, in the form of 
on-board computers, allows a modern trucking firm to monitor driving speed and 
instruct drivers. 

Here is a summary of the cost per trip. 

Fuel Price $3.50 $4.00 $4.50 

Drive Fast $124.97 $133.33 ‘$141.63 

Drive Slowly $126.66 $133.33 $139.99 
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Looking Ahead: Cost and Supply 
So far, we have looked only at a single level of output. That is, we have determined how much it 
will cost to produce 100 diapers using the best available technology when Py = $1 and P, = $1 or 
$5. The best technique for producing 1,000 diapers or 10,000 diapers may be entirely different. 
The next chapter explores the relationship between cost and the level of output in some detail. 
One of our main objectives in that chapter is to determine the amount that a competitive firm 
will choose to supply during a given time period. 

Firms vary in size and internal organization, but they all take 
inputs and transform them into outputs through a process 
called production. 

In perfect competition, no single firm has any control over 
prices. This follows from two assumptions: (1) Perfectly com- 
petitive industries are composed of many firms, each small 

relative to the size of the industry; and (2) each firm in a per- 
fectly competitive industry produces homogeneous products. 

The demand curve facing a competitive firm is perfectly 
elastic. If a single firm raises its price above the market price, 
it will sell nothing. Because it can sell all it produces at the 
market price, a firm has no incentive to reduce price. 

THE BEHAVIOR OF PROFIT-MAXIMIZING FIRMS ». 136 

4, 

average product, p. 142 

capital-intensive technology, p. 140 

firm, p. 136 

- labor-intensive technology, p. 140 

law of diminishing returns, p. 141 

long run, p. 139 

marginal product, p. 141 

Profit-maximizing firms in all industries must make three 
choices: (1) how much output to supply, (2) how to produce 
that output, and (3) how much of each input to demand. 

. Profit equals total revenue minus total cost. Total cost (eco- 

nomic cgst) includes (1) out-of-pocket costs and (2) the 

opportunity cost of each factor of production, including a 
normal rate of return on capital. 

. A normal rate of return on capital is included in total cost 
because tying up resources in a firm’s capital stock has an 
opportunity cost. If you start a business or buy a share of stock 

in a corporation, you do so because you expect to make a nor- 
mal rate of return. Investors will not invest their money in a 
business unless they expect to make a normal rate of return. 

. A positive profit level occurs when a firm is earning an 

above-normal rate of return on capital. 

. Two assumptions define the short run: (1) a fixed scale or fixed 
factor of production and (2) no entry to or exit from the 

SUMMARY 

industry. In the long run, firms can choose any scale of opera- 
tions they want and new firms can enter and leave the industry. 

9. To make decisions, firms need to know three things: (1) the 
market price of their output, (2) the production techniques 
that are available, and (3) the prices of inputs. 

THE PRODUCTION PROCESS ». 140 

10. The relationship between inputs and outputs (the production 

Lie 

technology) expressed numerically or mathematically is 
called a production function or total product function. 

The marginal product of a variable input is the additional 
output that an added unit of that input will produce if all 
other inputs are held constant. According to the law of 
diminishing returns, when additional units of a variable 
input are added to fixed inputs, after a certain point the 
marginal product of the variable input will decline. 

12. Average product is the average amount of product produced 

13; 

by each unit of a variable factor of production. If marginal 
product is above average product, the average product rises; 
if marginal product is below average product, the average 

product falls. 

Capital and labor are at the same time complementary and 
substitutable inputs. Capital enhances the productivity of 

labor, but it can also be substituted for labor. 

CHOICE OF TECHNOLOGY ». 14s 

14, One of the key decisions that all firms must make is which 

technology to use. Profit-maximizing firms will choose that 
combination of inputs that minimizes costs and therefore 
maximizes profits. 

REVIEW TERMS AND CONCEPTS 

production, p. 135 

function, p. 140 

normal rate of return, p. 137 

optimal method of production, p. 139 

production function or total product 

production technology, p. 140 

short run, p. 139 

total cost (total economic cost), p. 136 

total revenue, p. 136 

Profit = total revenue — total cost 

total product 
Average product of labor = verage product of total units of labor 

profit (economic profit), p. 136 
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Visit www.myeconlab.com to complete the problems marked in orange online. You will receive \X | allele 

instant feedback on your answers, tutorial help, and access to additional practice problems. SA hnu\yeco 

@1) Consider a firm that uses capital and labor as inputs and sells 

5,000 units of output per year at the going market price of 

$10. Also assume that total labor costs to the firm are $45,000 

annually. Assume further that the total capital stock of the 

firm is currently worth $100,000, that the return available to 

investors with comparable risks is 10 percent annually, and 

that there is no depreciation. Is this a profitable firm? Explain 

your answer. 

Two former Northwestern University students worked in an 

investment bank at a salary of $60,000 each for 2 years after they 

graduated. Together they saved $50,000. After 2 years, they 

decided to quit their jobs and start a business designing Web 

sites. They used the $50,000 to buy computer equipment, desks, 

and chairs. For the next 2 years, they took in $40,000 in revenue 

each year, paid themselves $10,000 annually each, and rented an 

office for $18,000 per year. Prior to the investment, their 

$50,000 was in bonds earning interest at a rate of 10 percent. 

Are they now earning economic profits? Explain your answer. 

3. Suppose that in 2008, you became president of a small non- 

profit theater company. Your playhouse has 120 seats and a 

small stage. The actors have national reputations, and demand 

for tickets is enormous relative to the number of seats available; 

every performance is sold out months in advance. You are 

elected because you have demonstrated an ability to raise funds 

successfully. Describe some of the decisions that you must make 

in the short run. What might you consider to be your “fixed fac- 

tor”? What alternative decisions might you be able to make in 

the long run? Explain. 

The following table gives total output or total product as a func- 

tion of labor units used. 

LABOR TOTAL OUTPUT 

a. Define diminishing returns. 

b. Does the table indicate a situation of diminishing returns? 

Explain your answer. 

Suppose that widgets can be produced using two different produc- 

tion techniques, A and B. The following table provides the total 

input requirements for each of five different total output levels. 

a. Assuming that the price of labor (P,) is $1 and the price of 

capital (P,) is $2, calculate the total cost of production for 

each of the five levels of output using the optimal (least- 

cost) technology at each level. 

b. How many labor hours (units of labor) would be employed 

at each level of output? How many machine hours (units of 

capital)? 

c. Graph total cost of production as a function of output. (Put 

cost on the Y-axis and output, q, on the X-axis.) Again 

assume that the optimal technology is used. 

d. Repeat a. through c. under the assumption that the price of 

labor (P,) rises from $1 to $3 while the price of capital (Px) 

remains at $2. 

. A female student who lives on the fourth floor of Bates Hall is 

assigned to a new room on the seventh floor during her junior 

year. She has 11 heavy boxes of books and “stuff” to move. 

Discuss the alternative combinations of capital and labor that 

might be used to make the move. How would your answer differ 

if the move were to a new dorm 3 miles across campus and to a 

new college 400 miles away? 

The following is a production function. 

Total output (Q) 

2,000 

1,000 

Units of labor (L) 

a. Draw a graph of marginal product as a function of output. 

(Hint: Marginal product is the additional number of units of 
output per unit of labor at each level of output.) 

b. Does this graph exhibit diminishing returns? Explain your 
answer. 

qi [Related to the Economics in Practice on p- 144] Identical 
sweaters can be made in one of two ways. With a machine that 
can be rented for $50 per hour and a person to run the machine 
who can be hired at $25 per hour, five sweaters can be produced 
in an hour using $10 worth of wool. Alternatively, I can run the 
machine with a less skilled worker, producing only four sweaters 
in an hour with the same $10 worth of wool. (The less skilled 
worker is slower and wastes material.) At what wage rate would 
I choose the less skilled worker? 
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9. | [Related to the Economics in Practice on p. 146] When the d. Why is the demand for land likely to be very high near the 
price of fuel rises, we typically observe fewer accidents, Can you center of a city? 
“off is mi ae : er two reasons that this might be true. *e. One of the reasons for substituting capital for land near 

10. A firm earning zero economic profits is probably suffering the center of a city is that land is more expensive near the 
losses from the standpoint of general accounting principles. Do center. What is true about the relative supply of land near 
you agree or disagree with this argument? Explain why. the center of a city? (Hint: What is the formula for the area 

GER During the early phases of industrialization, the number of one circles) 
people engaged in agriculture usually drops sharply, even as Ted Baxter runs a small, very stable newspaper company in 
agricultural output is growing. Given what you know about southern Oregon, The paper has been in business for 25 years. 
production technology and production functions, explain this The total value of the firm’s capital stock is $1 million, which 
seeming inconsistency. Ted owns outright. This year the firm earned a total of 

$250,000 after out-of-pocket expenses. Without taking the 
opportunity cost of capital into account, this means that Ted is 

earning a 25 percent return on his capital. Suppose that risk- 

free bonds are currently paying a rate of 10 percent to those 

The number of repairs produced by a computer repair shop 
depends on the number of workers as follows: 

NUMBER OF WORKERS NUMBER OF REPAIRS who buy them. 

(PER WEER) a. What is meant by the “opportunity cost of capital”? 
0 b. Explain why opportunity costs are “real” costs even 

8 though they do not necessarily involve out-of-pocket 
a0 expenses. 
35 c. What is the opportunity cost of Ted’s capital? 

SAO fk WN © 

me d. How much excess profit is Ted earning? 

57 15. A firm can use three different production technologies, with 

60 capital and labor requirements at each level of output as follows: 

Assume that all inputs (office space, telephone, and utilities) TECHNOLOGY 1 TECHNOLOGY2 TECHNOLOGY 3 
other than labor are fixed in the short run. 

a. Add two additional columns to the table and enter the 

marginal product and average product for each number of 
workers. 

b. Over what range of labor input are there increasing 

returns to labor? diminishing returns to labor? negative 

returns to labor? 

c. Over what range of labor input is marginal product greater 

than average prodtict? What is happening to average product 

as employment increases over this range? 

d. Over what range of labor input is marginal product smaller 

than average product? What is happening to average product 

as employment increases over this range? 

a. Suppose the firm is operating in a high-wage country, where 

capital cost is $100 per unit per day and labor cost is $80 per 

worker per day. For each level of output, which technology is 

cheapest? 

b. Now suppose the firm is operating in a low-wage country, 

where capital cost is $100 per unit per day but labor cost is 

only $40 per unit per day. For each level of output, which 

technology is cheapest? 
c. Suppose the firm moves from a high-wage to a low-wage 

country but its level of output remains constant at 200 units 

per day. How will its total employment change? 

13. Since the end of World War II, manufacturing firms in the 

United States and in Europe have been moving farther and far- 

ther outside of central cities. At the same time, firms in finance, 

insurance, and other parts of the service sector have been locat- 

ing near downtown areas in tall buildings. One major reason 

seems to be that manufacturing firms find it difficult to substi- 

tute capital for land, while service-sector firms that use office 

space do not. 
a. What kinds of buildings represent substitution of capital 

for land? 
b. Why do you think that manufacturing firms might find it 

difficult to substitute capital for land? 

c. Why is it relatively easier for a law firm or an insurance com- = ~——__— 

pany to substitute capital for land? *Note: Problems marked with an asterisk are more challenging. 
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APPENDIX —— 

ISOQUANTS AND ISOCOSTS 

This chapter has shown that the cost structure facing a firm 

depends on two key pieces of information: (1) input (factor) 

prices and (2) technology. This Appendix presents a more for- 

mal analysis of technology and factor prices and their relation- 

ship to cost. 

NEW LOOK AT TECHNOLOGY: ISOQUANTS 

Table 7A.1 is expanded from Table 7.3 to show the various 
combinations of capital (K) and labor (L) that can be used to 

produce three different levels of output (q). For example, 100 

units of X can be produced with 2 units of capital and 10 units 

of labor, with 3 units of K and 6 units of L, or with 4 units of K 

and 4 units of L, and so on. Similarly, 150 units of X can be 

produced with 3 units of K and 10 units of L, with 4 units of K 

and 7 units of L, and so on. 

TABLE 7A.1 Alternative Combinations of Capital (K) 
and Labor (L) Required to Produce 50, 
100, and 150 Units of Output 

Q,= 50 Q, = 100 Q,= 150 

K L 
3 10 
4 7 
5 5 
7 4 
10 3 

A graph that shows all the combinations of capital and 

labor that can be used to produce a given amount of output 

is called an’ isoquant. Figure 7A.1 graphs three isoquants, 

one each for qx = Ap 0) dy = 100, and qy = 150 based on the 

data in Table 7A.1. Notice that all the points on the graph 

have been connected, indicating that there are an infinite 

number of combinations of labor and capital that can pro- 

duce each level of output. For example, 100 units of output 

can also be produced with 3.50 units of labor and 4.75 units 

of capital. (Verify that this point is on the isoquant labeled 

dy = 100.) 

Figure 7A.1 shows only three isoquants, but many more 

are not shown. For example, there are separate isoquants for 

dy = 101, qy = 102, and so on. If we assume that producing 

fractions of a unit of output is possible, there must be an iso- 

quant for qy = 134.57, for qy = 124.82, and so on. One could 

imagine an infinite number of isoquants in Figure 7A.1. The 

higher the level of output, the farther up and to the right the 
isoquant will lie. 

Figure 7A.2 derives the slope of an isoquant. Because 

points F and G are both on the qy = 100 isoquant, the two 

points represent two different combinations of K and L that 

can be used to produce 100 units of output. In moving from 

Units of capital (K) 

| 

| | 
| | 
1 | 

ae Gf Ry 

Units of labor (L) 

“iu 

4 FIGURE 7A.1 Isoquants Showing All 
Combinations of Capital and Labor That Can Be 
Used to Produce 50, 100, and 150 Units of Output 

point F to point G along the curve, less capital is employed 

but more labor is used. An approximation of the amount of 

output lost by using less capital is AK times the marginal 

product of capital (MP,). The marginal product of f capital is 

the number of units of output produced by a single marginal 

unit of capital. Thus, AK - My is the total output lost by 

using less capital. 

For output to remain constant (as it myst because F and G 

are on the same isoquant), the loss of output from using less 

capital must be matched by the added output produced by 

using more labor. This amount can be approximated by AL 

times the marginal product of labor (MP, ). Because the two 

must be equal, it follows that 

AK + MPy = — AL + MP," 
If we then divide both sides-of this equation by AL and 

\ 
) 

Fig 
a" 

then by MP,, we arrive at the following expression for the 
slope of the isoquant: yo “I 

. AK MP, ‘io 
slope of isoquant: = 

AL MEL | 

The ratio of MP, to MP, is called the marginal rate of 
technical siibotitution! It is the rate at which a firm ¢ can 
substitute capital for labor and hold output-constant-—— 

' We need to add the negative sign to AL because in moving from point F to point 
G, AK is a negative number and AL is a positive number. The minus sign is needed 
to balance the equation. 
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Units of capital (K) 

Units of labor (L) 

# FIGURE 7A.2 The Slope of an Isoquant Is Equal 
to the Ratio of MP, to MP, 

FACTOR PRICES AND INPUT COMBINATIONS: 
ISOCOSTS 

A graph that shows all the combinations of capital and labor 
that are available for a given total cost is called an| ‘isacost line. 

(Recall that total cost includes opportunity costs and normal 

rate of return.) Just as there are an infinite number of isoquants 

(one for every possible level of output), there are an infinite 

number of isocost lines, one for every possible level of total cost. 

Figure 7A.3 shows three simple isocost lines assuming that 

the price of labor (P,) is $1 per unit and the price of capital 

(Px) is $1 per unit. The lowest isocost line shows all the combi- 

nations of K and L that can be purchased for $5. For example, 
$5 will buy 5 units of labor and no capital (point A), 3 units of 

labor and 2 units of capital (point B), or no units of labor and 

5 units of capital (point C). All these points lie along a straight 

line. The equation of that straight line is 

(Px K) + (Py Lb) = TC 

Substituting our data for the lowest isocost line into this 

- general equation, we get 

($1-K) + ($1-L)=$5, or K+L=5 

Remember that the X- and Y-scales are units of labor and units 

of capital, not dollars. 
On the same graph are two additional isocosts showing 

the various combinations of K and L available for a total cost of 

$6 and $7. These are only three of an infinite number of iso- 

costs. At any total cost, there is an isocost that shows all the 

combinations of K and L available for that amount. 

Figure 7A.4 shows another isocost line. This isocost assumes 

a different set of factor prices, P, = $5 and P, = $1. The diagram 

shows all the combinations of K and L that can be bought for $25. 

One way to draw the line is to determine the endpoints. For exam- 

ple, if the entire $25 were spent on labor, how much labor could be 

purchased? The answer is, of course, 5 units ($25 divided by $5 per 

10 

9 

8 
Px=$1 per unit 

7 P; = $1 per unit 

Units of capital (K) 

Units of labor (L) 

a FIGURE 7A.3 Isocost Lines Showing the 
Combinations of Capital and Labor Available for $5, 
$6, and $7 

An isocost line shows all the combinations of capital and labor that 

are available for a given total cost. 

unit). Thus, point A, which represents 5 units of labor and no cap- 

ital, is on the isocost line. Similarly, if all of the $25 were spent on 

capital, how much capital could be purchased? The answer is 

25 units ($25 divided by $1 per unit). Thus, point B, which repre- 

sents 25 units of capital and no labor, is also on the isocost line. 

Another point on this particular isocost is 3 units of labor and 

10 units of capital, point C. 

The slope of an isocost line can be calculated easily if 

you first find the endpoints of the line. In Figure 7A.4, we 
can calculate the slope of the isocost line by taking AK/AL 

between points B and A. Thus, yeep ee Be et 

| fi tli \ \ AK TG/Pe ie 

slope of isocost line: \|—— = — = 
— / AL LOOP Pr Pr 

Plugging in the endpoints from our example, we get 

5 
slope of line AB = — = = — 

FINDING THE LEAST-COST TECHNOLOGY WITH 
ISOQUANTS AND ISOCOSTS 

Figure 7A.5 superimposes the isoquant for qy = 50 on the iso- 

cost lines in Figure 7A.3, which assume that P, = $1 and P; = 

$1. The question now becomes one of choosing among the 

combinations of K and L that can be used to produce 50 units 

of output. Recall that each point on the isoquant (labeled q, = 

50 in Figure 7A.5) represents a different technology—a differ- 

ent combination of K and L. 
We assume that our firm is a perfectly competitive, profit- 

maximizing firm that will choose the combination that minimizes 
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a FIGURE 7A.4 Isocost Line Showing All 
Combinations of Capital and Labor Available 
for $25 
One way to draw an isocost line is to determine the endpoints of that 

line and draw a line connecting them. 

cost. Because every point on the isoquant lies on some particular 

isocost line, we can determine the total cost for each combination 
along the isoquant. For example, point D (5 units of capital and 

2 units of labor) lies along the isocost for a total cost of $7. Notice 

that 5 units of capital and 2 units of labor cost a total of $7. 

(Remember, P, = $1 and P, = $1. ) The same amount of output 

(50 units) can Ve eee at lower cost. Specifically, by using 

3 units of labor and 3 units of capital (point C), total cost is 

reduced to $6. No other combination of K and L along isoquant 

dy = 50 is on a lower isocost line. In seeking to maximize profits, the 

firm will choose the combination of inputs that is least costly. The 

least costly way to produce any given level of output is indicated by 

the point of tangency between an isocost line and the isoquant 
corresponding to that level of output.’ 

In Figure 7A.5, the least-cost technology of producing 

50 units of output is represented by point C, the point at which 

the qy = 50 isoquant is just tangent to—that is, just touches— 

the isocost line. 

Figure 7A.6 adds the other two isoquants from Figure 7A.1 
to Figure 7A.5. Assuming that P, = $1 and P, = $1, the firm 

will move along each of the three isoquants until it finds the 

least-cost combination of K and L that can be used to pro- 

duce that particular level of output. The result is plotted in 

Figure 7A.7. The minimum cost of producing 50 units of X 

2 This assumes that the isoquants are continuous and convex (bowed) toward the 

origin. 

Units of capital (K) 

Units of labor (L) 

a FIGURE 7A.5 Finding the Least-Cost 
Combination of Capital and Labor to Produce 
50 Units of Output 
Profit-maximizing firms will minimize costs by producing their chosen 
level of output with the technology represented by the point at which 
the isoquant is tangent to an isocost line. Here the cost-minimizing 
technology—3 units of capital and 3 units of labor—is represented by 

point C. 

is $6, the minimum cost of producing 100 units of X is $8, 

and the minimum cost of producing 150 units of X is $10. 

THE COST-MINIMIZING EQUILIBRIUM CONDITION 

At the point where-a line is just tangent to acurve, the two have 

the same slope. (We have already derived expressions for the 

slope of an isocost and the slope of an isoquant.) At each point 

of tangency (such as at points A, B, and C in Figure 7A.6), the 
following must be true: 

; MP, Pr 
slope of isoquant = — —— = = slope of isocost = SS 

MPx eo Ee Px 

Thus, 

MP. Er 

MPx Px 

Dividing both sides oy P, and cl multiplying both sides by 
MP, we get : 

H / E \ 

This is the firm’s cost-minimizing equilibrium condition. 
This expression makes sense if you think about what it says. 

The left side of the equation is the marginal product of labor 
divided by the price of a unit of labor. Thus, it is the product 
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Units of capital (K) 

ax = 150 
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Units of labor (L) 

a FIGURE 7A.6 Minimizing Cost of Production for 
9x = 50, gy = 100, and gq, = 150 
Plotting a series of cost-minimizing combinations of inputs—shown in 

this graph as points A, B, and C—on a separate graph results in a cost 
curve like the one shown in Figure 7A.7. 

derived from the last dollar spent on labor. The right-hand side 

of the equation is the product derived from the last dollar spent 

on capital. If the product derived from the last dollar spent on 
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4 FIGURE 7A.7 A Cost Curve Shows the Minimum 
Cost of Producing Each Level of Output 

labor was not equal to the product derived from the last dollar 
spent on capital, the firm could decrease costs by using more 

labor and less capital or by using more capital and less labor. 

Look back to Chapter 6 and see if you can find a similar 

expression and some similar logic in our discussion of house- 

hold behavior. In fact, there is great symmetry between the the- 

ory of the firm and the theory of household behavior. 

SUMMARY 

1. An isoquant is a graph that shows all the combinations of 
capital and labor that can be used to produce a given 
amount of output. The slope of an isoquant is equal to 
—MP,/MP,. The ratio of MP, to MP, is the marginal rate of 
technical substitution. It is the rate at which a firm can substi- 

tute capital for labor and hold output constant. 

2. An isocost line is a graph that shows all the combinations of 

capital and labor that are available for a given total cost. The 

slope of an isocost line is equal to —P,/Py. 

3. The least-cost method of producing a given amount of out- 

put is found graphically at the point at which an isocost 
line is just tangent to—that is, just touches—the isoquant 
corresponding to that level of production. The firm’s cost- 
minimizing equilibrium condition is MP,/P, = MP,/Px. 

REVIEW TERMS AND CONCEPTS 

isocost line A graph that shows all the 
combinations of capital and labor available 
for a given total cost. p. 151 

isoquant A graph that shows all the 
combinations of capital and labor that can 
be used to produce a given amount of 

1. Slope of isoquant: 

18 ome 

marginal rate of technical 

substitution The rate at whicha firm 

can substitute capital for labor and hold 
output constant. p. 150 

2. Slope of isocost line: 

TC/ Px 

ene 
tsi 

Pr 

AK _ 
AL 

MP, 
output. p. 150 =: 

AL MPx 
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Assume that MP, = 5 and MP, = 10. Assume also that P, = $2 
and P, = $5. This implies that the firm should substitute labor 

for capital. Explain why. 

In the isoquant/isocost diagram (Figure 1) suppose the firm is 

producing 1,000 units of output at point A using 100 units of 

labor and 200 units of capital. As an outside consultant, what 

actions would you suggest to management to improve profits? 

What would you recommend if the firm were operating at 

point B, using 100 units of capital and 200 units of labor? 

Units of capital (K) 

Units of labor (L) 

4 FIGURE 1 

PROBLEMS — 

Using the information from the isoquant/isocost diagram 

(Figure 2) and assuming that P, = P, = $2, complete Table 1. 

x 
ox) 

6 

5 

0 25 50 75 100 150 

Units of labor (L) 

a FIGURE 2 

TABLE 1 

UNITS OF UNITS OF 

OUTPUT TOTALCOST LABOR CAPITAL 

UNITS OF OUTPUT DEMANDED DEMANDED 

100 

200 

300 



Short-Run Costs and 
Output Decisions 

This chapter continues our exami- 

nation of the decisions that firms 

make in their quest for profits. You 

have seen that firms make three 

specific decisions (Figure 8.1) 

involving their production. These 
decisions are: 

1. How much output to supply 

2. How to produce that output 

—that is, which production 

technique/technology to use 

3. What quantity of each input 

to demand 

We have assumed so far that 

firms are in business to earn profits and that they make choices to maximize those profits. 

(Remember that profit refers to economic profit, the difference between revenues and costs—full 

economic costs.) 

In the last chapter, we focused on the production process. This chapter focuses on the costs of 

production. To calculate costs, a firm must know two things: what quantity and combination of 

inputs it needs to produce its product and how much those inputs cost. (Do not forget that eco- 

nomic costs include a normal return to capital—the opportunity cost of capital.) 

Take a moment and look back at the circular flow diagram, Figure II.1 on p. 107. There you 

can see where we are in our study of the competitive market system. The goal of this chapter is 

to look behind the supply curve in output markets. It is important to understand, however, that 

producing output implies demanding inputs at the same time. You can also see in Figure II.1 

two of the information sources that firms use in their output supply and input demand deci- } 

sions: firms look to output markets for the price of output and to input markets for the prices of | 

capital and labor. 

DECISIONS are based on INFORMATION 

1. The quantity of output 1. The price of output 

to supply 

2. How to produce that output 2. Techniques of 

(which technique to use) production available* 

3. The quantity of each input 3. The price of inputs* 

to demand 
*Determines production costs 

CHAPTER OUTLINE 

Costs in the Short 
Run pp. 156 

Fixed Costs 

Variable Costs 

Total Costs 

Short-Run Costs: A Review 

Output Decisions: 
Revenues, Costs, 
and Profit 
Maximization p. 167 

Total Revenue and 
Marginal Revenue 

Comparing Costs and 
Revenues to Maximize 

Profit 

The Short-Run Supply 

Curve 

Looking Ahead ~». 173 

4 FIGURE 8.1 Decisions 

Facing Firms 

135 
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fixed cost Any cost that 

does not depend on the firms’ 

level of output. These costs are 

incurred even if the firm is 
producing nothing. There are 

J no fixed costs in the long run. 
a= De ae $$. 

variable cost A cost that 

| depends on the level of 
} . 

| production chosen. 
| 
4- 

}-tetal cost (TC) Total fixed 
\ < 
\ costs plus total variable costs. 
4 

total fixed costs (TFC) or 

overhead The total ofall 

costs that do not change with 

output even if output 

| IS zero. 

Costs in the Short Run 
Our emphasis in this chapter is on costs in the short run only. Recall that the short run is that 

period during which two conditions hold: (1) existing firms face limits imposed by some fixed 

factor of production, and (2) new firms cannot enter and existing firms cannot exit an industry. 

In the short run, all firms (competitive and noncompetitive) have costs that they must bear 

regardless of their output. In fact, some costs must be paid even if the firm stops producing—that 

is, even if output is zero. These kinds of costs are called fixed costs, and firn thing it 

the short run to avoid them or to change them. In the long run, a firm has no fixed costs because 

it can expand, contract, or exit the industry. 

Firms do have certain costs in the short run that depend on the level of output they have 

chosen. These kinds of costs are called variable costs. Total fixed costs and total variable costs 

together make up total costs: 

h eee oy 
5 Can GO NOU Ae 

es 

where TC denotes total costs, TFC denotes total fixed costs, and TVC denotes total variable 

costs. We will return to this equation after discussing fixed costs and variable costs in detail. 

Fixed Costs 

In discussing fixed costs, we must distinguish between total fixed costs and average fixed costs. 

Total Fixed Cost (TFC) Total fixed cost is sometimes called overhead. If you operate a fac- 
tory, you must heat the building to keep the pipes from freezing in the winter. Even if no produc- 

tion is taking place, you may have to keep the roof from leaking, pay a guard to protect the 

building from vandals, and make payments on a long-term lease. There may also be insurance 

premiums, taxes, and city fees to pay, as well as contract obligations to workers. 

Fixed costs represent a larger portion of total costs for some firms than for others. Electric 

companies, for instance, maintain generating plants, thousands of miles of distribution wires, 

poles, transformers, and so on. Usually, such plants are financed by issuing bonds to the public— 

that is, by borrowing. The interest that must be paid on these bonds represents a substantial part 

of the utilities’ operating cost and is a fixed cost in the short run, no matter how much (if any) 
electricity they are producing. ’ 

For the purposes of our discussion in this chapter, we will assume that firms use only two 
inputs: labor and capital. Although this may seem unrealistic, virtually everything that we will say 

about firms using these two factors can easily be generalized to firms that use many factors of pro- 

duction. Recall that capital yields services over time in the production of other goods and services. 

It is the plant and equipment of a manufacturing firm and the computers, desks, chairs, doors, and 

walls of a law office; it is the software of a Web-based firm and the boat that Bill and Colleen built 

on their desert island. It is sometimes assumed that capital is a fixed input in the short run and that 

labor is the only variable input. To be more realistic, however, we will assume that capital has both 

a fixed and a variable component. After all, some capital can be purchased in the short-run. 
Consider a small consulting firm that employs several economists, research assistants, and 

secretaries. It rents space in an office building and has a 5-year lease. The rent on the office space 
can be thought of as a fixed cost in the short run. The monthly electric and heating bills are also 
essentially fixed (although the amounts may vary slightly from month to month). So are the 
salaries of the basic administrative staff. Payments on some capital equipment—a large copying 
machine and the main word-processing system, for instance—can also be thought of as fixed. 

The same firm also has costs that vary with output. When there is a great deal of work, the 
firm hires more employees at both the professional and research assistant levels. The capital 
used by the consulting firm may also vary, even in the short run. Payments on the computer 
system do not change, but the firm may rent additional computer time when necessary. The firm 
can buy additional personal computers, network terminals, or databases quickly if needed. It must 
pay for the copy machine, but the machine costs more when it is running than when it is not. 

Total fixed costs (TFC) or overhead are those costs that do not change with output even 
if output is zero. Column 2 of Table 8.1 presents data on the fixed costs of a hypothetical firm. 
Fixed costs are $1,000 at all levels of output (q). Figure 8.2(a) shows total fixed costs as a function 
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of output. Because TFC does not change with output, the graph is simply a straight horizontal 
line at $1,000. The important thing to remember here is that uA firms have no control over fixed 
costs in the short run. Jide reer 

TABLE 8.1 Short-Run Fixed Cost (Total and 
Average) of a Hypothetical Firm 

(1) (2) (3) 
q _ TEC AFC (TFC/q) 
0 $1,000 ae 
1 1,000 1,000 
2 1,000 500 
3 1,000 333 
4 1,000 250 
5 1,000 200 
nS 

a. Total fixed cost b. Average fixed cost 

— IFC 
F — 

ial & 1,000 
3 ! ! = 
S fe) 
ae) l ov 
g | 3 
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Units of output Units of output 

a FIGURE 8.2 Short-Run Fixed Cost (Total and Average) of a Hypothetical Firm 
Average fixed cost is simply total fixed cost divided by the quantity of output. As output increases, average 

fixed cost declines because we are dividing a fixed number ($1,000) by a larger and larger quantity. 

Average Fixed Cost (AFC) Average fixed cost (AFC) is total fixed cost (TFC) divided by 
the number of units of output (q): 

EG 
AFC = cr 

For example, if the firm in Figure 8.2 produced 3 units of output, average fixed costs would 

be $333 ($1,000 + 3). If the same firm produced 5 units of output, average fixed cost would be 

$200 ($1,000 + 5). Average fixed cost falls as output rises because the same total is being spread 

over, or divided by, a larger number of units (see column 3 of Table 8.1). This phenomenon is 

sometimes called spreading overhead. 

Graphs of average fixed cost, like that in Figure 8.2(b) (which presents the average fixed cost 

data from Table 8.1), are downward-sloping curves. Notice that AFC approaches zero as the 

quantity of output increases. If output were 100,000 units, average fixed cost would equal only 

1 cent per unit in our example ($1,000 + 100,000 = $0.01). AFC never actually reaches zero. 

Variable Costs 

Total Variable Cost (TVC) Total variable cost (TVC) is the sum of those costs that 

vary with the level of output in the short run. To produce more output, a firm uses more inputs. 

The cost of additional output depends directlyon what additional inputs are required and how 

much they cost. 

average fixed cost (AFC) 

Total fixed cost divided by the 

number of units of output; a 

per-unit measure of fixed costs. 

spreading overhead The 

process of dividing total fixed 

| costs by more units of output. 

Average fixed cost declines as 

| quantity rises. 

total variable cost (TVC) 

The total of all costs that vary 

with output in the short run. 
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total variable cost curve 

A graph that shows the 

relationship between total 
variable cost and the level of a 

firm’s output. 

As you saw in Chapter 7, input requirements are determined by technology. Firms generally 

have a number of production techniques available to them, and the option they choose is 

assumed to be the one that produces the desired level of output at the least cost. To find out which } 

technology involves the least cost, a firm must compare the total variable costs of producing that 

level of output using different production techniques. s 

This is as true of small businesses as it is of large manufacturing firms. Suppose, for example, 

that you own a small farm. A certain amount of work has to be done to plant and harvest your 

120 acres. You might hire four farmhands and divide up the tasks, or you might buy several pieces 

of complex farm machinery (capital) and do the work single-handedly. Your final choice depends 

ona number of things. What machinery is available? What does it do? Will it work on small fields 

such as yours? How much will it cost to buy each piece of equipment? What wage will you have to 

pay farmhands? How many will you need to hire to get the job done? If machinery is expensive 

and labor is cheap, you will probably choose the labor-intensive technology. If farm labor is 

expensive and the local farm equipment dealer is going out of business, you might get a good deal 

on some machinery and choose the capital-intensive method. 
Having compared the costs of alternative production techniques, the firm may be influenced 

in its choice by the current scale of its operation. Remember, in the short run, a firm is locked into 

a fixed scale of operations. A firm currently producing on a small scale may find that a labor- 

intensive technique is least costly whether or not labor is comparatively expensive. The same firm 

producing on a larger scale might find a capital-intensive technique to be less costly. 

The total variable cost curve is a graph that shows the relationship between total variable 

cost and the level of a firm’s output (q). At any given level of output, total variable cost depends 

on (1) the techniques of production that are available and (2) the prices of the inputs required by 
each technology. To examine this relationship in more detail, let us look at some hypothetical 
production figures. 

Table 8.2 presents an analysis that might lie behind three points on a typical firm’s total vari- 

able cost curve. In this case, there are two production techniques available, A and B, one some- 

what more capital intensive than the other. We will assume that the price of labor is $1 per unit 

and the price of capital is $2 per unit. For the purposes of this example, we focus on variable 

capital—that is, on capital that can be changed in the short run. In practice, some capital (such as 

buildings and large, specialized machines) is fixed in the short run. In our example, we will use K 

to denote variable capital. Remember, however, that the firm has other capital, capital that is fixed 
in the short run. 

’ 

X 

TABLE 8.2 Derivation of Total Variable Cost Schedule from Technology and 

Factor Prices 

Units of Input Required Total Variable Cost Assuming 
Using (Production Function) P,=$2,P,=$1 

Produce Technique K ib TVC = (KX P,) + (LX P,) 

1 unit of A 4 4 (4x $2) + (4x $1) = $12 
output 

B 2 6 (2 x $2) + (6x $1) =[$10 

2 units of A Z 6 (7 x $2) + (6 x $1) = $20 
output 

B 4 10 (4 x $2) + (10 x $1) =[$18] 

3 units of A 8 6 (9 x $2) + (6 x $1) =|$24] 
output 

B 6 14 (6 x $2) + (14 x $1) = $26 
eee 

Analysis reveals that to produce | unit of output, the labor-intensive technique is least costly. 
Technique A requires 4 units of both capital and labor, which would cost a total of $12. Technique B 
requires 6 units of labor but only 2 units of capital for a total cost of only $10. To maximize prof- 
its, the firm would use technique B to produce | unit. The total variable cost of producing 1 unit 
of output would thus be $10. 

The relatively labor-intensive technique B is also the best method of production for 2 units of 
output. By using B, the firm can produce 2 units for $18. If the firm decides to produce 3 units of 
output, however, technique A is cheaper. By using the least-cost technology (A), the total variable 
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cost of production is $24. The firm will use 9 units of capital at $2 each and 6 units of labor at 
$1 each. 

Figure 8.3 graphs the relationship between total variable cost and output based on the data 
in Table 8.2, assuming the firm chooses, for each output, the least-cost technology. The total 
variable cost curve embodies information about both factor, or input, prices and technology. It 
shows the cost of production using the best available technique at each output level given cur- 
rent factor prices. 

TVC 

Total variable cost ($) 

Units of output 

Marginal Cost (MC) The most important of all cost concepts is that of marginal cost 
(MC), the increase in total cost that results from the production of 1 more unit of output. Let us 

say, for example, that a firm is producing 1,000 units of output per period and decides to raise its 

rate of output to 1,001. Producing the extra unit raises costs, and the increase—that is, the cost of 

producing the 1,001st unit—is the marginal cost. Focusing on the “margin” is one way of lookin 
at variable costs: marginal costs reflect changes in variable costs because they vary when output 

changes. Fixed costs do not change when output changes. a 

Table 8.3 shows how marginal cost is derived from total variable cost by simple subtraction. 

The total variable cost of producing the first unit of output is $10. Raising production from 1 unit 

to 2 units increases total variable cost from $10 to $18; the difference is the marginal cost of the 

second unit, or $8. Raising output from 2 to 3 units increases total variable cost from $18 to $24. 

The marginal cost of the third unit, therefore, is $6. 

TABLE 8.3 Derivation of Marginal Cost from Total Variable Cost 

Units of Output Total Variable Costs ($) Marginal Costs ($) 

0 eee eee 

10 10 

18 8 

TI gy a ne 6 wNrR Oo 

It is important to think for a moment about the nature of marginal cost. Specifically, mar- 

ginal cost is the cost of the added inputs, or resources, needed to produce | additional unit of 

output. Look back at Table 8.2 and think about the additional capital and labor needed to go 

from 1 unit to 2 units. Producing 1 unit of output with technique B requires 2 units of capital and 

6 units of labor; producing 2 units of output using the same technique requires 4 units of capital 

and 10 units of labor. Thus, the second unit requires 2 additional units of capital and 4 additional 

units of labor. What, then, is the added, or marginal, cost of the second unit? Two units of capital 

- cost $2 each ($4 total) and 4 units of labor cost $1 each (another $4), for a total marginal cost of 

$8, which is the number we derived in Table 8.3. Although the easiest way to derive marginal cost 

is to look at total variable cost and subtract, do not lose sight of the fact that when a firm increases 

4 FIGURE 8.3 Total 
Variable Cost Curve 
In Table 8.2, total variable cost is 

derived from production require- 
ments and input prices. A total 
variable cost curve expresses the 
relationship between TVC and 
total output. a 

marginal cost (MC) The 

increase in total cost that 
results from producing 1 more 

unit of output. Marginal costs 

reflect changes in variable > 
costs. 
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its output level, it hires or demands more inputs. Marginal cost measures the additional cost of 

\) inputs required to produce each successive unit of output. 

ane) Ss The Shape of the Marginal Cost Curve in the Short Run The assumption of a 

fixed factor of production in the short run means that a firm is stuck at its current scale of oper- 

ation (in our example, the size of the plant). As a firm tries to increase its output, it will eventu- 

ally find itself trapped by that scale. Thus, our definition of the short run also implies that 

marginal cost eventually rises with output. The firm can hire more labor and use more materials— 

that is, it can add variable inputs—but diminishing returns eventually set in. 

Recall the sandwich shop, with one grill and too many workers trying to prepare sandwiches 

on it, from Chapter 7. With a fixed grill capacity, more laborers could make more sandwiches; but 

the marginal product of each successive cook declined as more people tried to use the grill. If 

7“ each additional unit of labor adds less and less to total output, it follows that more labor is needed 

i to produce each additional unit of output. Thus, each additional unit of output costs more to 

\\ produce. In other words, diminishing returns, or decreasing marginal product, imply increasing 4 

\\. marginal cost as illustrated in Figure 8.4. = 
=. 

> FIGURE 8.4 Declining 
Marginal Product 
Implies That Marginal 
Cost Will Eventually Rise 
with Output 
In the short run, every firm is 

constrained by some fixed factor 

of production. A fixed factor 
implies diminishing returns 

(declining marginal product) MP 
and a limited capacity to 

produce. As that limit is 
approached, marginal costs rise. 0 0 

Marginal product (q) 
Marginal cost ($) 

Units of labor, L Units of output, q 

Recall too the accountant who helps people file their tax returns. He has an office in his 

home and works alone. His fixed factor of production is that there are only 24 hours in a day and 

he has only so much stamina. In the long run, he may decide to hire and train an associate. But in 

the meantime (the short run), he has to decide how much to produce; and that decision is con- 

strained by his current scale of operations. The biggest component of the accountant’s cost is 

time. When he works, he gives up leisure and other things that he could do with his time. With 

more and more clients, he works later and later into the night. As he does so, he becomes less and 

less productive, and his hours become more and more valuable for sleep and relaxation. In other 

words, the marginal cost of doing each successive tax return rises. 
To reiterate: 

In the short run, every firm is constrained by some fixed input that (1) leads to diminish- 
ing returns to variable inputs and (2) limits its capacity to produce. As a firm approaches 
that capacity, it becomes increasingly costly to produce successively higher levels of output. 
Marginal costs ultimately increase with output in the short run. 

Graphing Total Variable Costs and Marginal Costs Figure 8.5 shows the total 
variable cost curve and the marginal cost curve of a typical firm. Notice first that the shape of the 
marginal cost curve is consistent with short-run diminishing returns. At first, MC declines, but 
eventually the fixed factor of production begins to constrain the firm, and marginal cost rises. Up 
to 100 units of output, producing each successive unit of output costs slightly less than producing 
the one before. Beyond 100 units, however, the cost of each successive unit is greater than the one 
before. (Remember the sandwich shop.) 
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Total variable cost ($) 

MC 

Marginal cost ($) 

Units of output, q 

More output costs more than less output. Total variable costs (TVC), therefore, always 

You might think of the total variable cost curve as a staircase. Each step takes you out along 

the quantity axis by a single unit, and the height of each step is the increase in total variable cost. 

As you climb the stairs, you are always going up; but the steps have different heights. At first, the 

stairway is steep; but as you climb, the steps get smaller (marginal cost declines). The 100th stair 

is the smallest. As you continue to walk out beyond 100 units, the steps begin to get larger; the 

staircase gets steeper (marginal cost increases). 

Remember that the slope of a line is equal to the change in the units measured on the Y-axis 

divided by the change in the units measured on the X-axis. The slope of a total variable cost curve 

is thus the change in total variable cost divided by the change in output (ATVC/Aq). Because 

marginal cost is by definition the change in total variable cost resulting from an increase in out- 

put of one unit (Aq = 1), marginal cost actually 1s the slope of the total variable cost curve: 

ATVC _ ATVC 
slope of TVC = es Sy as ATVC = MC 

Notice that up to 100 units, marginal cost decreases and the variable cost curve becomes flat- 

ter. The slope of the total variable cost curve is declining—that is, total variable cost increases, but 

at a decreasing rate. Beyond 100 units of output, marginal cost increases and the total variable cost 

curve gets steeper—total variable costs continue to increase, but at an increasing rate. 

A more complete picture of the costs of a hypothetical firm appears in Table 8.4. Column 2 

shows total variable costs derived from information on input prices and technology. Column 3 

derives marginal cost by simple subtraction. For example, raising output from 3 units to 4 units 

increases variable costs from $24 to $32, making the marginal cost of the fourth unit $8 ($32 — $24). 

The marginal cost of the fifth unit is $10, the difference between $32 (TVC) for 4 units and 

$42 (TVC) for 5 units. 

4 FIGURE 8.5 Total 
Variable Cost and 
Marginal Cost for a 
Typical Firm 
Total variable costs always 
increase with output. Marginal 
cost Is the cost of producing 
each additional unit. Thus, the 

marginal cost curve shows how 
total variable cost changes with 
single-unit increases in total 
output. 
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average variable cost Average Variable Cost (AVC) Average variable cost (AVC) is total variable cost 

(AVC) Total variable cost divided by the number of units of output (q); 
divided by the number of units ae TVC \ 

of output. | AVG = a 
ime 

In Table 8.4, we calculate AVC in column 4 by dividing the numbers in column 2 (TVC) by the 

numbers in column 1 (q). For example, if the total variable cost of producing 5 units of output is 

$42, then the average variable cost is $42 + 5, or $8.40. Marginal cost is the cost of | additional unit. 

Average variable cost is the total variable cost divided by the total number Of units produced. 

TABLE 8.4 Short-Run Costs of a Hypothetical Firm 

(3) (4) (6) (7) (8) 
(1) (2) MC AVC (5) TC AFC ANG 
q TvC (ATVC) (TVC/q) TFC  (TVC+TFC) (TFC/q) _(TC/q or AFC + AVC) 

0 So 0G $ = $1,000 $1,000 $ 3 $ 
1 10 10 10 1,000 1,010 1,000 1,010 
2 18 8 9 1,000 1,018 500 509 
3 24 6 8 1,000 1,024 333 341 
4 32 8 8 1,000 1,032 250 258 
5 42 10 8.4 1,000 1,042 200 208.4 

500 _—-8,000 20 16 1,000 9,000 2 18 

Graphing Average Variable Costs and Marginal Costs The relationship between 
average variable cost and marginal cost can be illustrated graphically. When marginal cost is 

below average variable cost, average variable cost declines toward it. When marginal cost is above 

average variable cost, average variable cost increases toward it. 
Figure 8.6 duplicates the bottom graph for a typical firm in Figure 8.5 but adds average vari- 

able cost. As the graph shows, average variable cost follows marginal cost but lags behind. As we 

move from left to right, we are looking at higher and higher levels of output per period. As we 
increase production, marginal cost—which at low levels of production is above $3.50 per unit— 

falls as coordination and cooperation begin to play a role. At 100 units of output, marginal cost has 

fallen to $2.50. Notice that average variable cost falls as well, but not as rapidly as marginal cost. 

After 100 units of output, we begin to see diminishing returns. Marginal cost begins to 

increase as higher and higher levels of output are produced. However, notice that average cost 
is still falling until 200 units because marginal cost remains below it. At 100 units of output, 
marginal cost is $2.50 per unit but the average variable cost of production is $3.50. Thus, 
even though marginal cost is rising after 100 units, it is still pulling the average of $3.50 
downward. 

> FIGURE 8.6 More MC 
Short-Run Costs 

When marginal cost is below 

average cost, average cost is 

declining. When marginal cost 

is above average cost, average 

cost Is increasing. Rising 

marginal cost intersects average 

variable cost at the minimum 

point of AVC. 

Soi ea ‘ 

3.00 
2.50 : anes 

Cost per unit ($) 

| 
| 
| 
| 
| 
| 
| 
| 
| 
| 
| 

0 200 SS — Ss 

Units of output 
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At 200 units, however, marginal cost has risen to $3 and average cost has fallen to $3; mar- 
ginal and average costs are equal. At this point, marginal cost continues to rise with higher out- 
put. From 200 units upward, MC is above AVC and thus exerts an upward pull on the average 
variable cost curve. At levels of output below 200 units, marginal cost is below average variable 
cost and average variable cost decreases as output increases. At levels of output above 200 units, 
MC is above AVC and AVC increases as output increases. If you follow this logic, you will see 
that marginal cost intersects average variable cost at the lowest, or minimum, point of AVC. 

An example using test scores should help you understand the relationship between MC and 
AVC. Consider the following sequence of test scores: 95, 85, 92, 88. The average of these four 
scores is 90. Suppose you get an 80 on your fifth test. This score will drag down your average to 
88. Now suppose you get an 85 on your sixth test. This score is higher than 80, but its still below 
your 88 average. As a result, your average continues to fall (from 88 to 87.5) even though your 

marginal test score rose. If instead of an 85 you get an 89—just one point over your average—you 
have turned your average around; it is now rising. 

Total Costs 

We are now ready to complete the cost picture by adding total fixed costs to total variable costs. 
Recall that 

TC = TFC +TVC ch gly ay ee 

Total cost is graphed in Figure 8.7, where the same vertical distance (equal to TFC, which is con- 

stant) is simply added to-TVC at every level of output. In Table 8.4, column 6 adds the total fixed 

cost of $1,000 to total variable cost to arrive at total cost. 

Costs ($) 

1,090 

0 

Units of output 

Average Total Cost (ATC) Average total cost (ATC) is total cost divided by the number 

of units of output (q): 

IG 
ATC =—— 

q 

Column 8 in Table 8.4 shows the result of dividing the costs in column 6 by the quantities in col- 

umn 1. For example, at 5 units of output, total cost is $1,042; average total cost is $1,042 + 5, or 

$208.40. The average total cost of producing 500 units of output is only $18—that is, $9,000 + 500. 

Another, more revealing, way of deriving average total cost is to add average fixed cost and 

average variable cost together: 

ATC = AFC + AVC 

For example, column 8 in Table 8.4 is the sum of column 4 (AVC) and column 7 (AFC). 

4 FIGURE 8.7 Total Cost 
= Total Fixed Cost + 

Total Variable Cost 

Adding TFC to TVC means 

adding the same amount of total 
fixed cost to every level of total 
variable cost. Thus, the total 

cost curve has the same shape as 
the total variable cost curve; it Is 

simply higher by an amount 

equal to TFC. 

average total cost (ATC) 

Total cost divided by the 

number of units of output. 
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> FIGURE 8.8 Average 
Total Cost = Average 
Variable Cost + Average 

Fixed Cost 

To get average total cost, we add 

average fixed and average vari- 
able costs at all levels of output. 
Because average fixed cost falls 
with output, an ever-declining 
amount is added to AVC. Thus, 

AVC and ATC get closer together 
as Output increases, but the two 
lines never meet. 

Figure 8.8 derives average total cost graphically for a typical firm. The bottom part a the 

figure graphs average fixed cost. At 100 units of output, average fixed cost is TPC/q = $1,000+100__ 

= $10. At 400 units of output, AFC = $1,000 + 400 = $2.50. The top part of Figure 8.8 shows the 

declining AFC added to AVC at each level of output. Because AFC gets smaller and’ smaller, ARC | 

gets closer and closer to AVC as output increases, but the two lines never meet. 
<a —— 

MC 

Costs per unit ($) 

400 

Costs per unit ($) 

$10 
.Y 

Units of output 

The Relationship Between Average Total Cost and Marginal Cost The rela- 
tionship between average total cost and marginal cost is exactly the same as the relationship 

between average variable cost and marginal cost. The average total cost curve follows the mar- 

ginal cost curve but lags behind because it is an average over all units of output. The average total 

cost curve lags behind the marginal cost curve even more than the average variable cost curve 
does because the cost of each added unit of production is now averaged not only with the variable 

cost of all previous units produced but also with fixed costs. - 

Fixed costs equal $1,000 and are incurred even when the output level is zero. Thus, the first 
unit of output in the example in Table 8.4 costs $10 in variable cost to produce. The second unit 
costs only $8 in variable cost to produce. The total cost of 2 units is $1,018; average total cost 
of the two is ($1,010 + $8)/2, or $509. The marginal cost of the third unit is only $6. The total 
cost of 3 units is thus $1,024, or $1,018 + $6; and the average total cost of 3 units is ($1,010 + 
$8 + $6)/3, or $341. _ 

As you saw with the test scores example, marginal cost is what drives changes in average total 
cost. If marginal cost is below average total cost, average total cost will decline toward marginal cost. 
If marginal cost is above average total cost, average total cost will increase. As a result, marginal cost _ 
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e erage total cost at ATC’s minimum point for the same reason that it intersects the aver- 
age yavtible cost curve at its minimum point. a 

Short-Run Costs: A Review 

Let us now pause to review what we have learned about the behavior of firms. We know that firms 
make three basic choices: how much product or output to produce or supply, how to produce 
that output, and how much of each input to demand to produce what they intend to supply. We 
assume that these choices are made to maximize profits. Profits are equal to the difference 
between a firm’s revenue from the sale of its product and the costs of producing that product: 
profit = total revenue — total cost. 

So far, we have looked only at costs; but costs are just one part of the profit equation. To com- 
plete the picture, we must turn to the output market and see how these costs compare with the 
price that a product commands in the market. Before we do so, however, it is important to con- 
solidate what we have said about costs. 

Before a firm does anything else, it needs to know the different methods that it can use to 

produce its product. The technologies available determine the combinations of inputs that are 

needed to produce each level of output. Firms choose the technique that produces the desired 

level of output at the least cost. The cost curves that result from the analysis of all this informa- 

tion show the cost of producing each level of output using the best available technology. 

Remember that so far, we have talked only about short-run costs. The curves we have drawn 

are therefore short-run cost curves, The shape of these curves is determined in large measure by 

the assumptions that we make about the short run, especially the assumption that some fixed fac- 

tor of production leads to diminishing returns, Given this assumption, marginal costs ysts eventually 

rise and average cost curves are likely to be U-shaped. Table 8.5 summarizes the cost concepts that 

we have discussed. 
After gaining a complete knowledge of how to produce a product and how much it will cost 

to produce it at each level of output, the firm turns to the market to find out what it can sell its 

product for. We now turn our attention to the output market. 

TABLE 8.5 A oS setae, of Cost Concepts 

Term Definition Equation 

Accounting costs Out-of-pocket costs or costs as an - 

=| accountant would define them. 

Sometimes referred to as explicit costs. 

Economic costs Costs that include the full opportunity = 

costs of all inputs. These include what 

are often called implicit costs. ~ J 

Total fixed costs (TFC) Costs that do not depend on the quan- = 

tity of output produced. These must be 

paid even if output is zero. 

Total variable costs (TVC) Costs that vary with the level of output. —_ 

Total cost (TC) The total economic cost of all the [C= LEC aye 

inputs used by a firm in production. 

Average fixed costs (AFC) Fixed costs per unit of output. AFC = TFC/q 

Average variable Variable costs per unit of output. AVC = TVC/q 

costs (AVC) 

Average total costs (ATC) Total costs per unit of output. ATC = TC/q \|ATC = AFC + AVC 

Marginal costs (MC) The increase in total cost that results MC=TC/hq 

from producing 1 additional unit of 

output. ee cnn 
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ECONOMICS IN PRACTICE 

Average and Marginal Costs at a College 
Pomona College in California has an annual operating budget of $120 million. With this bud- 

get, the college educates and houses 1,500 students. So the average total cost of educating a 

Pomona student is $80,000 per year, some of which comes from the college endowment and 

gifts. Suppose college administrators are considering a small increase in the number of stu- 

dents it accepts and believe they could do so without sacrificing quality of teaching and 

research. Given that the level of tuition and room and board is considerably less than $80,000, 

can the administrators make a financial case to support such a move? 

The key issue here is to recognize that for a college like Pomona—and indeed for most 

colleges—the average total cost of educating a student is higher than the marginal cost. For 

not go up at all. These students could likely be absorbed into existing courses with no added 

expense for faculty, buildings, or administrators. Housing might be more of a constraint, 

_ but even in that regard administrators might find some flexibility. Thus, from a financial 
perspective, the key question about expansion is not how the average total cost of education 

compares to the tuition, but how tuition compares to the marginal cost. For this reason, 

many colleges would, in fact, find it financially advantageous to expand student populations 

if they could do so without changing the quality and environment of the school. 

Suppose that of Pomona’s $120 million budget, $60 million was fixed costs: maintenance 

of the physical campus, basic salaries, and other fixed operating costs. Suppose further that 

the full marginal cost of providing the education was $40,000 per student and constant. 

Using these figures, one can easily create the following table and draw the cost curves. 

Costs in Dollars 

Students Total Fixed Cost Total Variable Cost Total Cost Average Total Cost 

500 $60 million $ 20 million $ 80 million $160,000 

1,000 60 million 40 million 100 million 100,000 

1,500 60 million 60 million 120 million 80,000 

2,000 60 million 80 million 140 million 70,000 

2,500 60 million 100 million 160 million 64,000 

.) 

160,000 + --— 

100,000 2 aia 

80,000 -———— 
70,000 
64,000 F Average total cost 

Marginal cost 
ATC 

40,000 MC 

og eles A. ee es| 

0 500 1,000 1,500 2,000 2,500 3,000 

Number of students enrolled per year 

The cost curves also help us understand the downward spiral that can affect colleges as their 
populations fall. In 2005, Antioch College in Ohio announced that it would be phasing out its 
undergraduate program. The culprit? Declining attendance caused the average total cost of 
educating the remaining few students to skyrocket, despite attempts to control costs. Given the 
inevitability of some fixed costs of education (to educate even a modest student body requires 
facilities and a college president, for example), as the number of students falls, the average total 
cost—which is total cost divided by the number of students—rises. For organizations such as] _ 
colleges and museums, the numbers game is very important to their survival. "| — 
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Output Decisions: Revenues, Costs, and 
Profit Maximization 
To calculate potential profits, firms must combine their cost analyses with information on 
potential revenues from sales. After all, if a firm cannot sell its product for more than the cost 
of production, it will not be in business long. In contrast, if the market gives the firm a price 
that is significantly greater than the cost it incurs to produce a unit of its product, the firm 
may have an incentive to expand output. Large profits might also attract new competitors to 
the market. 

Let us now examine in detail how a firm goes about determining how much output to pro- 
duce. We will begin by examining the decisions of a perfectly competitive firm. 

Perfect Competition Perfect competition exists in an industry that contains many rela- 
tively small firms producing identical products. In a perfectly competitive industry, no single firm 

has any control over prices. In other words, an individual firm cannot affect the market price of 

its product or the prices of the inputs that it buys. This important characteristic follows from two 

assumptions. First, a competitive industry is composed of many firms, each small relative to the 

size of the industry. Second, every firm in a perfectly competitive industry produces 

homogeneous products, which means that one firm’s output cannot be distinguished from the 
output of the others. 

These assumptions limit the decisions open to competitive firms and simplify the analysis of 

competitive behavior. Firms in perfectly competitive industries do not differentiate their prod- | 

ucts and do not make decisions about price. Instead, each firm takes prices as given—that is, as 

determined in the market by the laws of supply and demand—and decides only how much to 

produce and how to produce it. Nn 

~ The idea that competitive firms are\“price-takers” is central to our discussion. Of course, we 
do not mean that firms cannot affix price tags to their merchandise; all firms have this ability. We 

mean that given the availability of perfect substitutes, any product priced over the market price 

will not be sold. 
These assumptions also imply that the demand for the product of a competitive firm is per- 

fectly elastic (Chapter 5). For example, consider the Ohio corn farmer whose situation is shown 

in Figure 8.9. The left side of the diagram represents the current conditions in the market. Corn 

is currently selling for $6.00 per bushel.' The right side of the diagram shows the demand for corn 

as the farmer sees it. If she were to raise her price, she would sell no corn at all; because there are 

perfect substitutes available, the quantity demanded of her corn would drop to zero. To lower her 

price would be silly because she can sell all she wants at the current price. (Remember, each 

farmer’s production is very small relative to the entire corn market.) 

a. The market b. A representative perfectly competitive firm 

6.00 

Price per bushel ($) Price per bushel ($) 

Bushels of corn per year Bushels of corn per year 

1 Capital letters refer to the entire market, and lowercase letters refer to representative firms. For example, in Figure 8.9, the mar- 

ket demand curve is labeled D and the demand curve facing the firm is labeled d. 
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perfect competition An 
industry structure in which 

there are many firms, each 
small relative to the industry, 

producing identical products 

and in which no firm is large 

enough to have any control 

over prices. In perfectly 

competitive industries, new 

competitors can freely enter 
and exit the market. 

homogenous products 

| Undifferentiated products; 

products that are identical to, 

or indistinguishable from, one 

another. 

4 FIGURE 8.9 Demand 
Facing a Single Firm Ina 
Perfectly Competitive 

Market 

If a representative firm in a per- 
fectly competitive market raises 

the price of its output above 
$6.00, the quantity demanded of 
that firm’s output will drop to 
zero. Each firm faces a perfectly 
elastic demand curve, d. 
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In perfect competition, we also assume easy entry—that firms can easily enter and exit the 

industry. If firms in an industry are earning high profits, new firms are likely to spring up. There 

are no barriers that prevent a new firm from competing. Fast-food restaurants are quick to 

spring up when a new shopping center opens, and new gas stations appear when a housing 

development or a new highway is built. When it became clear a number of years ago that many 

people would be buying products online, thousands of e-commerce start-ups flooded the Web 

with new online “shops.” 

We also assume easy exit. When a firm finds itself suffering losses or earning low profits, one 

option is to go out of business, or exit the industry. Everyone knows a favorite restaurant that 

went out of business. Changes in cost of production, falling prices from international or regional 

competition, and changing technology may turn business profits into losses and failure. 

The best examples of perfect competition are probably found in agriculture. In that 

industry, products are absolutely homogeneous—it is impossible to distinguish one farmer’s 

wheat from another’s—and prices are set by the forces of supply and demand in a huge 

national market. 

Total Revenue and Marginal Revenue 

total revenue (TR) The Profit is the difference between total revenue and total cost. Total revenue (TR) is the total 

| totalamount that a firm takes amount that a firm takes in from the sale of its product. A perfectly competitive firm sells each 

in from the sale of its product: unit of product for the same price, regardless of the output level it has chosen. Therefore, total 
the price per unit times the revenue is simply the price per unit times the quantity of output that the firm decides to produce: 
quantity of output the firm aaah mg re 
decides to produce (PX q). total revenue = price X quantity 

u TR=PXq 
< —_ in ai ee 
marginal revenue (MR) Marginal revenue (MR) is the added revenue that a firm takes in when it increases out- 

The additional revenue that a put by 1 additional unit. If a firm producing 10,521 units of output per month increases that 

firm takes in when it increases gutput to 10,522 units per month, it will take in an additional amount of revenue each 
output by one additional unit. — month. The revenue associated with the 10,522nd unit is the amount for which the firm sells 

In perfect competition, P= MR. that 1 unit. Thus, for a competitive firm, marginal revenue is equal to the current market price 
of each additional unit sold. In Figure 8.9, for example, the market price is $6.00. Thus, if the 

representative firm raises its output from 10,521 units to 10,522 unjts, its revenue will 

increase by $6.00. i 
A firm’s marginal revenue curve shows how much revenue the firm willgain by raising out- 

put by 1 unit at every level of output. The.marginal revenue curve and the demand curve facing a 

competitive firm are identical. The horizontal line in Figure 8.9(b) can be thought of as both the 

demand curve facing the firm and its marginal revenue curve: 

Comparing Costs and Revenues to Maximize Profit 
The discussion in the next few paragraphs conveys one of the most important concepts in all of 
microeconomics. As we pursue our analysis, remember that we are working under two assump- 
tions: (1) that the industry we are examining is perfectly competitive and (2) that firms choose 
the level of output that yields the maximum total profit. 

The Profit-Maximizing Level of Output Look carefully at the graphs in Figure 8.10. 
Once again, we have the whole market, or industry, on the left and a single, typical small firm on the 
right. And again the current market price is P*. 

First, the firm observes the market price [Figure 8.10(a)] and knows that it can sell all that it 
wants for P* = $5 per unit. Next, the firm must decide how much to produce. It might seem rea- 
sonable for the firm to pick the output level where marginal cost is at its minimum point—in this 
case, at an output of 100 units. Here the difference between marginal revenue, $5.00, and mar- 
ginal cost, $2.50, is the greatest. 
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a. The industry b. A representative firm 

Price per unit ($) 

250 300 340 
ee 

ng E Te. 

Units of output Units of output 

4 FIGURE 8.10 The Profit-Maximizing Level of Output for a Perfectly 
Competitive Firm 
If price is above marginal cost, as it is at 100 and 250 units of output, profits can be increased by raising out- 
put; each additional unit increases revenues by more than it costs to produce the additional output. Beyond 
q* = 300, however, added output will reduce profits. At 340 units of output, an additional unit of output 

costs more to produce than it will bring in revenue when sold on the market. Profit-maximizing output is thus 

q*, the point at which P* = MC. 

Remember that a firm wants to maximize the difference between total revenue and total cost, 

not the difference between marginal revenue and marginal cost-The fact that marginal revenue is 

greater than marginal cost indicates that profit is not being maximized. Think about the 

101st unit. Adding that single unit to production each period adds $5.00 to revenues but adds 

only about $2.50 to cost. Profits each period would be higher by about $2.50. Thus, the optimal 

(profit-maximizing) level of output is clearly higher than 100 units. 
Now look at an output level of 250 units. Here, once again, raising output increases 

profit. The revenue gained from producing the 251st unit (marginal revenue) is still $5, and_ 

the cost of the 251st unit (marginal cost) is only about $4. As long as marginal revenue is 

greater than marginal cost, even though the difference between the two is getting smaller, 

added output means added profit. Whenever marginal revenue exceeds marginal cost, the 

revenue gained by increasing output by 1 unit per period exceeds the cost incurred by doing 

so. This logic leads us to 300 units of output. At 300 units, marginal cost has risen to $5. At 

300 units of output, P* = MR = MC = $5. == 

Notice that if the firm were to produce more than 300 units, marginal cost would rise above 

marginal revenue. At 340 units of output, for example, the cost of the 341st unit is about $5.70 while 

that added unit of output still brings in only $5 in revenue, thus reducing profit. It simply does not 

pay to increase output above the point where marginal cost rises above marginal revenue because 

such increases will reduce profit. The profit-maximizing perfectly competitive firm will produce up 

to the point picts the gies of its output is just equal to short-run marginal cost—the level of out- 

put at which P* = MC.1 hus, in Figure 8.10, the profit-maximizing level of output, q*, is 300 units. 

Keep in mind, though, that all types of firms (not just those in perfectly competitive indus- 

tries) are profit maximizers. The profit-maximizing output level for all firms is the output level_ 

where\MR = MC.\In perfect competition, however, MR = P, as shown earlier. Hence, for perfectly 

“Competitive firms, we can rewrite our profit-maximizing condition as P = MC. 

; Important note: The key idea here is that firms will produce as long as marginal revenue exceeds 

marginal cost. When marginal cost rises smoothly, as it does in Figure 8.10, the profit-maximizing 

condition is that MR (or P) exactly equals MC. If marginal cost moves up in increments—as it 

does in the following numerical example—marginal revenue or price may never exactly equal 

marginal cost. The key idea still holds. 
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ECONOMICS IN PRACTICE 

‘Case Study in Marginal Analysis: 
An Ice Cream Parlor 
The following is a description of the decisions made in 

_ 2000 by the owner of a small ice cream parlor in Ohio. 

- After being in business for 1 year, this entrepreneur 

_ had to ask herself whether she should stay in business. 

The cost figures on which she based her decisions 

are presented next. These numbers are real, but they 

do not include one important item: the managerial 

_ labor provided by the owner. In her calculations, the 

entrepreneur did not include a wage for herself; but 

we will assume an opportunity cost of $30,000 per year ($2,500 per month). 

FIXED COSTS 

The fixed components of the store’s monthly costs include the following: 

Rent: L50;square feet). eas nes esta Need rere $2,012.50 

Ble CtPiCity ce drage one viens a eey-he Seanad dieters eee a 325.00 

Interest. orl Oaitic<ceng net eee koe cree 737.50 

Maintenance cgestite tac on eicmersiene Senter ek tence Caen 295.00 

Lele phON Es itty c, ssa piu ss See ROT ene art amen 65.00 

Total nmse.1 lise. a ae eRe ee $3,435.00 

Not all the items on this list are strictly fixed, however. Electricity costs, for example, would 

be slightly higher if the store produced more ice cream and stayed open longer, but the added 

cost would be minimal. 

VARIABLE COSTS 

The ice cream store’s variable costs include two components: (1) behind-the-counter labor 

costs and (2) cost of making ice cream. The store hires employees at a wage of $5.15 per hour. 

Including the employer’s share of the Social Security tax, the gross cost df labor is $5.54 per 

hour. Two employees work in the store at all times. The full cost of producing ice cream is $3.27 

per gallon. Each gallon contains approximately 12 servings. Customers can add toppings free 

of charge, and the average cost of the toppings taken by a customer is about $.05: 

Cars lAbDOL.COSTS cp.cc eaten ale arpa acai $5.54/hour 
Costs of producing one gallon of ice cream 

(2setvings per palloiy)) ates et wee c eee Cee ae $3.27 

Average cost of added toppings per serving ............. $.05 

REVENUES 

The store sells ice cream cones, sundaes, and floats. The average price of a purchase at the 

store is $1.45. The store is open 8 hours per day, 26 days a month, and serves an average of 
240 customers per day: 

Average purchasesns is su saaverbkyeaen Uneuet oer reaeie $1.45 

Days,open pet months ecfeeenin Mesures toe oe ee eee 26 

Average number of customers per day...............05. 240 

From the preceding information, it is possible to calculate the store’s average monthly 
profit. Total revenue is equal to 240 customers x $1.45 per customer x 26 days open in an 
average month: TR = $9,048 per month. 

PROFITS 

The store sells 240 servings per day. Because there are 12 servings of ice cream per gallon, the 
store uses exactly 20 gallons per day (240 servings divided by 12). Total costs are $3.27 x 20, or 
$65.40, per day for ice cream and $12 per day for toppings (240 x $.05). The cost of variable 
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' labor is $5.54 x 8 hours x 2 workers, or $88.64 per day. Total variable costs are therefore 
_ $166.04 ($65.40 + $12.00 + $88.64) per day. The store is open 26 days a month, so the total 
variable cost per month is $4,317.04. 

po Adding fixed costs of $3,435.00 to variable costs of $4,317.04, we get a total cost of opera- 
tion of $7,752.04 per month. Thus, the firm is averaging a profit of $1,295.96 per month 
_ ($9,048.00 — $7,752.04). This is not an “economic profit” because we have not accounted for the 
_ opportunity cost of the owner’s time and efforts. In fact, when we factor in an implicit wage of 
$2,500 per month for the owner, we see that the store is suffering losses of $1,204.04 per month 

| ($1,295.96 — $2,500.00). 

| A RTONCRIBON TP xin 0 When 2 vintne xiv cx Seward ex $9,048.00 
| reomerrertemenl PRO tT eM 3,435.00 

spe heital Variable COSt (TVG) <., <0 s cee vetcccknssas 4,317.04 
TSENG 591.9 | So RRS Ay Rn 2 7,752.04 
REAM EORTC Pi DVO! «6+. Sea evn wav neues 1,295.96 

Adjustment for implicit wage................0005 2,500.00 
RMI RMAETLONS «CMe Ay oly 4 a das Uwe vSiv kas ve kN —1,204.04 

Should the entrepreneur stay in business? If she wants to make $2,500 per month and she 

thinks that nothing about her business will change, she must shut down in the long run. 

However, two things keep her going: (1) a decision to stay open longer and (2) the hope for 
more customers in the future. 

OPENING LONGER HOURS: MARGINAL COSTS AND MARGINAL REVENUES 

The store’s normal hours of operation are noon until 8 P.M. On an experimental basis, the 

owner extends its hours until 11 p.M. for 1 month. The following table shows the average 

number of additional customers for each of the added hours: 

Hours (P.M.) Customers 

8-9 41 

9-10 20 

10-11 8 

Assuming that the late customers spend an average of $1.45, we can calculate the marginal 

revenue and the marginal cost of staying open longer. The marginal cost of one serving of ice 

cream is $3.27 divided by 12 = $0.27 + .05 (for topping) = $0.32. (See the table that follows.) 

Marginal analysis tells us that the store should stay open for 2 additional hours. Each day 

that the store stays open from 8 P.M. to 9 P.M. it will make an added profit of $59.45 — $24.20, 

or $35.25. Staying open from 9 P.M. to 10 p.M. adds $29.00 — $17.48, or $11.52, to profit. 

Staying open the third hour, however, decreases profits because the marginal revenue gener- 

ated by staying open from 10 P.M. to 11 P.M. is less than the marginal cost. The entrepreneur 

decides to stay open for 2 additional hours per day. This adds $46.77 ($35.25 + 11.52) to prof- 

its each day, a total of $1,216.02 per month. 

By adding the 2 hours, the store turns an economic loss of $1,204.04 per month into a 

small ($11.98) profit after accounting for the owner’s implicit wage of $2,500 per month. 

The owner decided to stay in business. She now serves over 350 customers per day, and the 

price of a dish of ice cream has risen to $2.50 while costs have not changed very much. In 

2001, she cleared a profit of nearly $10,000 per month. 

Hour (p.M.) Marginal Revenue Marginal Cost Added Profit per Hour 

(MR) (MC) (MR - MC) 

8-9 $1.45 x 41 = $59.45 Ice cream: $0.32 X 41 = $13.12 $35.25 

Labor: 2 x $5.54= 11.08 

Total $24.20 

9-10 1.45 x 20 = $29.00 Ice cream: $0.32 X 20= $6.40 pollen 2, 

Labor: 2 x $5.54= 11.08 

Total $17.48 

10-11 1.45 x 8 = $11.60 Ice cream: $0.32 x 8 = $2.56 -$2.04 

Labor: 2 x $5.54 = 11.08 

Total $13.64 

i] 
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A Numerical Example Table 8.6 presents some data for another hypothetical firm. Let us 

assume that the market has set a $15 unit price for the firm’s product. Total revenue in column 6 

is the simple product of P x q (the numbers in column | times $1 ). The table derives total, mar- 

ginal, and average costs exactly as Table 8.4 did. Here, however, we have included revenues; and 

we can calculate the profit, which is shown in column 8. 

| 

TABLE 8.6 Profit Analysis for a Simple Firm 

(1) (2) (3) (4) (S) (6) (7) (8) 
TR LG PROFIT 

q IEE, TVC MC P=MR (P:X q) (IFC + 1VG) s (ORS IC) 

0 $10 $0 $- $15 $0 $10 $-10 

1 10 10 10 15 15 20 -5 

2 10 15 5) iS) 30 25 S 

3 10 20 5 15 45 30 ils) 

4 10 30 10 15 60 40 20 

5 10 50 20 15 7D 60 iS 

6 10 80 30 15 90 90 0 

Column 8 shows that a profit-maximizing firm would choose to produce 4 units of output. 

At this level, profits are $20. At all other output levels, they are lower. Now let us see if “marginal” 

reasoning leads us to the same conclusion. 
First, should the firm produce at all? If it produces nothing, it suffers losses equal to $10. If it 

increases output to 1 unit, marginal revenue is $15 (remember that it sells each unit for $15) and 

marginal cost is $10. Thus, it gains $5, reducing its loss from $10 each period to $5. 

Should the firm increase output to 2 units? The marginal revenue from the second unit is 

again $15, but the marginal cost is only $5. Thus, by producing the second unit, the firm gains 
$10 ($15 — $5) and turns a $5 loss into a $5 profit. The third unit adds $10 to profits. Again, mar- 

ginal revenue is $15 and marginal cost is $5, an increase in profit of $10, for a total profit of $15. 

The fourth unit offers still more profit. Price is still above marginal cost, which means that 

producing that fourth unit will increase profits. Price, or marginal revenue, is $15; and marginal 

cost is just $10. Thus, the fourth unit adds $5 to profit. At unit number five, however, diminishing 

returns push marginal cost above price. The marginal revenue from producing the fifth unit is 

$15, while marginal cost is now $20. As a result, profit per period drops by $5, to $15 per period. 
Clearly, the firm will not produce the fifth unit. 

The profit-maximizing level of output is thus 4 units. The firm produces as long as price 

(marginal revenue) is greater than marginal cost. For an in-depth example of profit maximiza- 

tion, see “Case Study in Marginal Analysis: An Ice Cream Parlor” on p. 170. 

The Short-Run Supply Curve 

Consider how the typical firm shown in Figure 8.10 on p. 169 would behave in response to an 

increase in price. In Figure 8.11(a), assume that something causes demand to increase (shift to 
the right), driving price from $5 to $6 and finally to $7. When price is $5, a profit-maximizing 
firm will choose an output level of 300 in Figure 8.11(b). To produce any less, or to raise out- 
put above that level, would lead to a lower level of profit. At $6, the same firm would increase 
output to 350; but it would stop there. Similarly, at $7, the firm would raise output to 400 units 
of output. 

The MC curve in Figure 8.11(b) relates price and quantity supplied. At any market price, the 
marginal cost curve shows the output level that maximizes profit. A curve that shows how much 
output a profit-maximizing firm will produce at every price also fits the definition of a supply 
curve. (Review Chapter 3 if this point is not clear to you.) Thus, the marginal cost curve of a com- 

__petitive firm is the firm’s short-run supply curve. e. = toe Le 
As you will see, one very important exception exists to this general rule: There is some price 

level below which the firm will shut down its operations and simply bear losses equal to fixed 
| costs even if price is above marginal cost. This important point is discussed in Chapter 9. | 
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a. The industry 

Price per unit ($) 

lon 

300 

Units of output 

i 

FIGURE 8.11 Marginal Cost Is the Supply Curve of a Perfectly Competitive Firm / 
At any market price,’ the marginal cost curve shows the output level that maximizes profit. Thus, the mar- 

ginal cost curve of a perfectly competitive profit-maximizing firm is the firm’s short-run supply curve. 

* This is true except when price is so low that it pays a firm to shut down—a point that will be discussed in Chapter 9. 

Looking Ahead 
At the beginning of this chapter, we set out to combine information on technology, factor prices, 

and output prices to understand the supply curve of a competitive firm. We have now accom- 

plished that goal. 
Because marginal cost is such an important concept in microeconomics, you should care- 

fully review any sections of this chapter that were unclear to you. Above all, keep in mind that 

the marginal cost curve carries information about both input prices and technology. The firm 

looks to output markets for information on potential revenues, and the current market price 

defines the firm’s marginal revenue curve. The point where price (which is equal to marginal 

revenue in perfect competition) is just equal to marginal cost is the perfectly competitive firm’s 

profit-maximizing level of output. Thus, with one important exception, the marginal cost curve 

is the perfectly competitive firm’s supply curve in the short run. 

In the next chapter, we turn to the long run. What happens when firms are free to choose their 

scale of operations without being limited by a fixed factor of production? Without diminishing 

returns that set in as a result of a fixed scale of production, what determines the shape of cost curves? 

What happens when new firms can enter industries in which profits are being earned? How do indus- 

tries adjust when losses are being incurred? How does the structure of an industry evolve over time? 

= Se vie MACK. Y) 

b. A representative firm 

Units of output 
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_]. Profit-maximizing firms make decisions to maximize profit 2. To calculate production costs, firms must know two things: 

(total revenue minus total cost). (1) the quantity and combination of inputs they need to 

produce their product and (2) the cost of those inputs. 
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COSTS IN THE SHORT RUN p. 156 10. Average variable cost (AVC) is equal to total variable cost 

3. Fixed costs are costs that do not change with a firm’s output. divided by the quantity of output. 

In the short run, firms cannot avoid fixed costs or change 11. When marginal cost is above average variable cost, average 

them even if production is zero. variable cost is increasing. When marginal cost is below aver- 

age variable cost, average variable cost is declining. Marginal 
4, Variable costs are those costs that depend on the level of out- ; ; ieee : 

cost intersects average variable cost at AVC’s minimum point. 
put chosen. Fixed costs plus variable costs equal total costs dh 

Pe= Gre VG). 12. Average total cost (ATC) is equal to total cost divided by the 

5. Average fixed cost (AFC) is total fixed cost divided by the quantity of output. It is also equal to the sum of average 

quantity of output. As output rises, average fixed cost fixed cost and average variable cost. 

declines steadily because the same total is being spread over 13. When marginal cost is below average total cost, average total 

a larger and larger quantity of output. This phenomenon is cost is declining toward marginal cost. When marginal cost 

called spreading overhead. is above average total cost, average total cost is increasing. 

6. Numerous combinations of inputs can be used to produce a Marginal cost intersects average total cost at ATC’s mini- 

given level of output. Total variable cost (TVC) is the sum of mum point. 
all costs that vary with output in the short run. OUTPUT DECISIONS: REVENUES, COSTS, AND 

7. Marginal cost (MC) is the increase in total cost that results PROFIT MAXIMIZATION p. 167 

om ue pace tanon ofl ee oe a na firm is pro- 14. A perfectly competitive firm faces a demand curve that is a 
ducing 1,000 units, the additional cost of increasing output to horizontal line (in other words, perfectly elastic demand). 

1,001 units is marginal cost. Marginal cost measures the cost 
of the additional inputs required to produce each successive 
unit of output. Because fixed costs do not change when out- 
put changes, marginal costs reflect changes in variable costs. 

15. Total revenue (TR) is simply price times the quantity of out- 
put that a firm decides to produce and sell. Marginal revenue 
(MR) is the additional revenue that a firm takes in when it 

increases output by 1 unit. 
8. In the short run, a firm is limited by a fixed factor of pro- ie 

duction or a fixed scale of a plant. As a firm increases output, 
it will eventually find itself trapped by that scale. Because of 
the fixed scale, marginal cost eventually rises with output. 17. A profit-maximizing firm in a perfectly competitive industry 

will produce up to the point at which the price of its output 
is just equal to short-run marginal cost: P= MC. The more 

general profit-maximizing formula is MR = MC (P= MRin 
perfect competition). The marginal cost curve of a perfectly 
competitive firm is the firm’s short-run supply curve, with 
one exception (discussed in Chapter 9). 

16. For a perfectly competitive firm, marginal revenue is equal 
to the current market price of its product. 

- 

9. Marginal cost is the slope of the total variable cost curve. 
The total variable cost curve always has a positive slope 
because total costs always rise with output. However, 
increasing marginal cost means that total costs ultimately 
rise at an increasing rate. 

% 

‘ 

REVIEW TERMS AND CONCEPTS . 

average fixed cost (AFC), p. 157 total cost (TC), p. 156 3. Slope of TVC = MC 

average total cost (ATC), p. 163 total fixed costs (TFC) or overhead, p. 156 4. AVC = TVC/q 

average variable cost (AVC), p. 162 total revenue (TR), p. 168 5. ATC = TC/q = AFC + AVC 
fixed cost, p. 156 total variable cost (TVC), p. 157 6. TR=PxXq 

homogeneous product, p. 167 total variable cost curve, p. 158 7. Profit-maximizing level of output for 
marginal cost (MC), p. 159 variable cost, p. 156 all firms: MR = M 
marginal revenue (MR), p. 168 1 C= TPC + TVG 8. Profit-maximizing level of output for 
perfect competition, p. 167 2, AFC = TFC/qg pertectly competitive Grins =a 

spreading overhead, p. 157 

Visit www.myeconlab.com to complete the problems marked in orange online. You will receive 
instant feedback on your answers, tutorial help, and access to additional practice problems. WA ia\yeconiab 

8 Consider the following costs of owning and operating a car. A gallon. Finally, suppose that wear and tear on the car costs about 
$25,000 Ford Taurus financed over 60 months at 7 percent inter- 15 cents a mile. Which costs are fixed, and which are variable? 
est means a monthly payment of $495.03. Insurance costs $100 a What is the marginal cost of a mile driven? In deciding viene: 
month regardless of how much you drive. The car gets 20 miles to drive from New York to Pittsburgh (about 1,000 miles round- 
per gallon and uses unleaded regular gasoline that costs $3.50 per trip) to visit a friend, which costs would you consider? Why? 
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July 23, 2007 LONDON (Reuters)—The final volume of the b. Do the graphs have the shapes that you might expect? Explain. 
Harry Potter saga sold more than 11 million copies in the first c. Using the numbers here, explain the relationship between 
24 hours it went on sale in the United States and Britain to marginal cost and average variable cost. 
become the fastest-selling book in history, publishers said, In d. Using the numbers here, explain the meaning of “marginal 
book publishing, fixed costs are very high and marginal costs cost” in terms of additional inputs needed to produce a mar- 
are very low and fairly constant. Suppose that the fixed cost of ginal unit of output. 
producing the new Harry Potter volume is $30 million. What is e. If the output price was $57, how many units of output 
the average fixed cost if the publisher produces 5 million copies? would the firm produce? Explain. 
10 million copies? 20 million copies? 

Now suppose that the marginal cost of a Harry Potter book 
is $1.50 per book and is the same for each book up to 40 million 
copies. Assume that this includes all variable costs. Explain why 
in this case marginal cost is a horizontal line, as is average vari- 
able cost. What is the average total cost of the book if the pub- 
lisher produces 5 million copies? 10 million copies? 20 million b 
copies? 

Sketch the average fixed cost curve and the average total cost 
curve facing the publisher. 

7. Do you agree or disagree with each of the following statements? 
Explain your reasons. 

a. For a competitive firm facing a market price above average 

total cost, the existence of economic profits means that the 

firm should increase output in the short run even if price is 

below marginal cost. 

. If marginal cost is rising with increasing output, average cost 
must also be rising. 

c. Fixed cost is constant at every level of output except zero. When 

a firm produces no output, fixed costs are zero in the short run. 
Do you agree or disagree with this statement? Firms minimize 

costs; thus, a firm earning short-run economic profits will 
choose to produce at the minimum point on its average total 

@) A firm’s cost curves are given in the following table. 

cost function. q IKE, TEC TVC AVC ATC MC 

You are given the following cost data: 0 $100 $100 - ee = - 

1 130 100 = ~ aE = 
Total fixed costs are 100. , 150 100 a im ss ai 

3 160 100 - = = = 

q L¥G 4 172 100 - = = = 

0 0 5 185 100 = mi = = 

1 5 6 210 100 2 a = s 

2 10 7 240 100 2 a va ns 

3 20 8 280 100 2 Z ie 2 

4 49 9 330 100 _ = hs s 

5 5 10 390 100 2 2 - - 

6 95 

a. Complete the table. 
b. Graph AVC, ATC, and MC on the same graph. What is the 

relationship between the MC curve and the ATC and 

between MC and AVC? __ . 

c. Suppose market price is $30. How much will the firm P =“ S 

produce in the short run? How much are total profits? 

. Suppose market price is $50. How much will the firm 

produce in the short run? What are total profits? 

@) A 2008 Georgia Tech graduate inherited her mother’s printing 
company. The capital stock of the firm consists of three 

; : machines of various vintages, all in excellent condition. All 
The following table gives capital and labor requirements for machines can be running at the same time. 

10 different levels of production. 

If the price of output is $15, how many units of output will this 

firm produce? What is total revenue? What is total cost? Briefly 

explain using the concept of marginal cost. What do you think 

the firm is likely to do in the short run? In the long run? 

[Related to the Economics in Practice on p. 166] While charg- d 

ing admission most days of the week, the Museum of 

Contemporary Art in Los Angeles offers free admission on 

Thursday evenings. Why do museums often price this way? Why 

do they choose Thursday rather than Saturday? 

COST OF PRINTING MAXIMUM TOTAL 

K L AND BINDING CAPACITY (BOOKS) 

: PER BOOK PER MONTH 

n e : Machine 1 $1.00 100 

‘ 3 : Machine 2 2.00 200 

z i Machine 3 3.00 500 
3 6 12 

4 8 15 mee ore, >: 
5 10 19 a. Assume that “cost of printing and binding per book” includes 

6 12 24 all labor and materials, including the owner’s wages. Assume 

7 14 30 further that Mom signed a long-term contract (50 years) with 

8 16 37 a service company to keep the machines in good repair for a 

9 18 45 fixed fee of $100 per month. 

10 20 54 (1) Derive the firm’s marginal cost curve. 

(2) Derive the firm’s total cost curve. 

a. Assuming that the price of labor (P,) is $5 per unit and the b. Ata price of $2.50, how many books would the aie 

price of capital (P,) is $10 per unit, compute and graph total produce? What would total revenues, total costs, and tota 

cost, marginal cost, and average variable cost for the firm. profits be? 



€1 The following is a total cost curve. Sketch the corresponding 

marginal cost curve. If the price of output is $3 and there are no 

fixed costs, what is the profit-maximizing level of output? 

0 100 200 300 4 

558 The following curve is a production function for a firm that 
uses just one variable factor of production, labor. It shows total 

output, or product, for every level of input. 

a. Derive and graph the marginal product curve. 

b. Suppose the wage rate is $4. Derive and graph the firm’s 

marginal cost curve. 

c. If output sells for $6, what is the profit-maximizing level of 

output? How much labor will the firm hire? 

Total product 

Total output 

0 100 200 300 

Units of labor 
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[Related to the Economics in Practice on p. 170] Elena and 
Emmanuel live on the Black Sea in Bulgaria and own a small 

fishing boat. A crew of four is required to take the boat out fish- 

ing. The current wage paid to the four crew members is a total 

of 5,000 levs per day. (A lev is the Bulgarian unit of currency.) 

Assume that the cost of operating and maintaining the boat is 

1,000 levs per day when fishing and zero otherwise. The follow- 

ing schedule gives the appropriate catch for each period during 

the year. 

PERIOD CATCH PER DAY (KILOGRAMS) 

Prime fishing: 180 days 100 

Month 7: 30 days 80 

Month 8: 30 days 60 

Rest of the year 40 

13. 

The price of fish in Bulgaria is no longer regulated by the 

government and is now determined in competitive markets. 

Suppose the price has been stable all year at 80 levs per kilogram. 

a. What is the marginal product of a day’s worth of fishing dur- 

ing prime fishing season? during month 7? during month 8? 

b. What is the marginal cost of a kilogram of fish during prime 

fishing season? during month 7, during month 8, and during 
the rest of the year? 

c. If you were Elena and Emmanuel, how many months per 

year would you hire the crew and go out fishing? Explain 

your answer using marginal logic. 

For each of the following businesses, what is the likely fixed fac- 

tor of production that defines the short run? 

a. Potato farm of 160 acres 

Chinese restaurant 

Dentist in private practice 

. Car dealership 

Bank onan s 



‘Long-Run Costs and 
Output Decisions 

The last two chapters discussed the 

behavior of profit-maximizing 

competitive firms in the short run. 

Recall that all firms must make 

three fundamental decisions: (1) 
how much output to produce or 

supply, (2) how to produce that 

output, and (3) how much of each 
input to demand. 

Firms use information on 

input prices, output prices, and 

technology to make the decisions 

that will lead to the most profit. 

Because profits equal revenues 

minus costs, firms must know how much their products will sell for and how much production 

will cost, using the most efficient technology. 

In Chapter 8, we saw how cost curves can be derived from production functions and input 

prices. Once a firm has a clear picture of its short-run costs, the price at which it sells its output 

determines the quantity of output that will maximize profit. Specifically, a profit-maximizing 

perfectly competitive firm will supply output up to the point that price (marginal revenue) equals 

marginat cost. Fhe marginal cost curve of such a firm is thus the same as its supply curve. 

~ In this chapter, we turn from the short run to the long run. The condition in which firms 

find themselves in the short run (Are they making profits? Are they incurring losses?) determines 

what is likely to happen in the long run. Remember that output (supply) decisions in the long run _ 

are less constrained than in the short run, for two reasons. First, in the long run, the firm can 

increase any or all of its inputs and thus has no fixed factor of production that confines its pro- 

duction to a given scale. Second, firms are free to enter industries to seek profits and to leave 

industries to avoid losses. ’ ES 

In thinking about the relationship between the short run and long run, it is useful to put 

yourself in the position of a manager of a firm. At times, you will be making what we term short- 

run decisions: You are stuck with a particular factory and set of machines, and your decisions 

involve asking how best to use those assets to produce output. At the same time, you or another 

manager at the firm will be doing more strategic long-run thinking: Should you be in this busi- 

ness at all, or should you close up shop? In better times, you might consider expanding the oper- 

ation. In thinking about the long run, you will also have to reckon with other firms entering and 

exiting the industry. Managers simultaneously make short- and long-run decisions, making the - 

best of the current constraints while planning for the future. 

In making decisions or understanding industry structure, the shape of the long-run cost 

curve is important. As we saw in the short run, a fixed factor of production eventually causes 

marginal cost to increase along with output. In the long run, all factors can be varied. In the ear- 

lier sandwich shop example, in the long run, we can add floor space and grills along with more 

people to make the sandwiches. Under these circumstances, it is no longer inevitable that 

increased volume comes with higher costs. In fact, as we will see, long-run cost curves need not 

slope up at all. You might have wondered why there are only a few automobile and steel compa- 

Thies in the United States but dozens of firms producing books and furniture. Differences in the 
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breaking even The 

situation in which a firm Is 

earning exactly a normal rate 

of return. 4, (4 
eK: 

| 
| 
| 

shapes of the long-run cost curves in those industries do a good job of explaining these differ- 

ences in the industry structures. ' 

We begin our discussion of the long run by looking at firms in three short-run circum- 

stances: (1) firms that earn economic profits, (2) firms that suffer economic losses but continue 

to operate to reduce or minimize those losses, and (3) firms that decide to shut down and bear 

losses just equal to fixed costs. We then examine how these firms make their decisions in response 

to these short-run conditions. 

Although we continue to focus on perfectly competitive firms, all firms are subject to the 

spectrum of short-run profit or loss situations regardless of market structure. Assuming perfect 

‘competition allows us to simplify our analysis and provides us with a strong background for 

understanding the discussions of imperfectly competitive behavior in later chapters. 

Short-Run Conditions and Long-Run 
Directions 
Before beginning our examination of firm behavior, let us review the concept of profit. Recall 

that a normal rate of return is included in the definition of total cost (Chapter 7). A normal rate 

of return is a rate that is just sufficient to keep current investors interested in the industry. 

Because we define profit as total revenue minus total cost and because total cost includes a nor- 

mal rate of return, our concept of profit takes into account the opportunity cost of capital. When 

a firm is earning an above-normal rate of return, it has a positive profit level; otherwise, it does 

not. When there are positive profits in an industry, new investors are likely to be attracted to the 

industry. 

When we say that a firm is suffering a loss, we mean that it is earning a rate of return that is 

below normal. Such a firm may be suffering a loss as an accountant would measure it; or it may 

be earning at a very low—that is, below normal—rate. Investors are not going to be attracted to 

an industry in which there are losses. A firm that is breaking even, or earning a zero level of 
“profit, is one that is earning exactly a normal rate of return. New investors are not attracted, but 

current ones are not running away either. 

With these distinctions in mind, we can say that for any firm, one of three conditions holds 

at any given moment: (1) The firm is making positive profits, (2) the firm is suffering losses, or 

_(3) the firm is just breaking even. Profitable firms will want to maximize tHeir profits in the short 
os . . . . . . . x 

run, while firms suffering losses will want to minimize those losses in the short run. 
. — - v7 - s 

Maximizing Profits 

The best way to understand the behavior of a firm that is currently earning profits is by way of 
example. 

Example: The Blue Velvet Car Wash When a firm earns revenues in excess of costs 
(including a normal rate of return), it is earning positive profits. Let us consider as an example 
the Blue Velvet Car Wash. Suppose investors have put up $500,000 to construct a building and 
purchase all equipment required to wash cars. Let us also suppose that investors expect to earn a 
minimum return of 10 percent on their investment. If the money to set up the business had been 
borrowed from the bank instead, the car wash owners would have paid a 10 percent interest rate. 
In either case, total cost must include $50,000 per year (10 percent of $500,000). 

The car wash is open 50 weeks per year and washes 800 cars per week. Whether or not it is 
open and operating, the car wash has fixed costs. Those costs include $1,000 per week to 
investors—that is, the $50,000 per year normal return to investors—and $1,000 per week in 
other fixed costs—a basic maintenance contract on the equipment, insurance, and so on. 

When the car wash is operating, there are also variable costs. Workers must be paid, and 
materials such as soap and wax must be purchased. For 800 weekly washes, the wage bill is 
$1,000 per week. Materials, electricity, and so on run $600 at this capacity. If the car wash is 
not in operation, there are no variable costs. Table 9.1 summarizes the costs of the Blue Velvet 
Car Wash. 
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TABLE 9.1 Blue Velvet Car Wash Weekly Costs 

S 
TVG 

TFC Total Variable Cost KE 
Total Fixed Cost (800 Washes) Total Cost 
1. Normal return to $1,000 1) Labor $1,000 TC = TFC + TVC 

investors 2. Materials 600 = $2,000 + $1,600 
= $3,600 

2. Other fixed costs 

(maintenance contract, 

insurance, etc.) _ 1,000 

$2,000 

$1,600 

TR 

Total Revenue 

(P= $5) 
TR= $5 x 800 

= $4,000 

Profit = TR- TC 
= $400 

Sr 

This car wash business is quite competitive. There are many car washes of equal quality in the 
area, and they offer their service at $5. If Blue Velvet wants customers, it cannot charge a price 
above $5. (Recall the perfectly elastic demand curve facing perfectly competitive firms; review 
Chapter 8 if necessary.) If we assume that Blue Velvet washes 800 cars each week, it takes in revenue 
of $4,000 from operating (800 cars x $5). Is this total revenue enough to make a positive profit? 
The answer is yes. Total revenues of $4,000 is sufficient to cover total fixed cost of $2,000 and total 
variable cost of $1,600, leaving a positive profit of $400 per week. 

Graphic Presentation of the General Case Figure 9.1 graphs the performance of a 
firm (not the Blue Velvet Car Wash) that is earning a positive profit in the short run. Figure 9.1a 

illustrates the industry, or the market; and Figure 9.1b illustrates a representative firm. At present, 

the market is clearing at a price of $5. Thus, we assume that the individual firm can sell all it 

wants at a price of P* = $5, but that it is constrained by its capacity. Its marginal cost curve rises 

in the short run because of a fixed factor. You already know that a perfectly competitive profit- 

maximizing firm produces up to the point where price equals marginal cost. As long as price 

(marginal revenue) exceeds marginal cost, firms can push up profits by increasing short-run output. 

The firm in the diagram, then, will supply q* = 300 units of output (point A, where P = MC). 

a. The industry b. A representative firm 

ee Profit 

PF c= (ale MUR 

Total Total 
Z a ae oes 

Price per unit ($) 

Units of output, Q Units of output, q 

a FIGURE 9.1 

Firm Earning a Positive Profit in the Short Run | : 

A profit-maximizing perfectly competitive firm will produce up to the point where P* = MC. Profit is the dif- 

ference between total revenue and total cost. At g* = 300, total revenue !s $5 x 300 = $1,500, total cost is 

$4.20 x 300 = $1,260, and profit = $1,500 — $1,260 = $240. 

q* = 300 
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\ 

Both revenues and costs are shown graphically. Total revenue (TR) is simply the product of 

price and quantity: P* x q* = $5 x 300 = $1,500. On the diagram, total revenue is equal to the area 

of the rectangle P*Aq*0. (The area of a rectangle is equal to its length times its width.) At output 

q*, average total cost is $4.20 (point B). Numerically, it is equal to the length of line segment q*B. 

Because average total cost is derived by dividing total cost by q, we can get back to total cost by 

multiplying average total cost by q. That is, 

TC 
i ING See No 

q 

and 

TC=AlC xq 

Total cost (TC), then, is $4.20 x 300 = $1,260, the area shaded blue in the diagram. Profit is simply 

the difference between total revenue (TR) and total cost (TC), or $240. This is the area that is 

_shaded gray in the diagram. This firm is earning positive profits. 

1 / 

i! 

A firm that is earning a positive profit in the short run and expects to continue doing so has 

| an incentive to expand its scale of operation in the long run. Managers in these firms will likely be 

“planning to expand even as they concentrate on efficiently producing the 300 units they are capa- 

/ble of in the short run. Those profits also give new firms an incentive to enter and compete in the 

market. 

Minimizing Losses 

/ A firm that is not earning a positive profit or breaking even is suffering a loss. Firms suffering 
/ 

losses fall into two categories: (1) those that find it advantageous to shut down operations imme- 

diately and bear losses equal to total fixed costs and (2) those that continue to operate in the short 

\__run to minimize their losses. The most important thing to remember here is that firms cannot 

exit the industry in the short run. The firm can shut down, but it cannot get rid of its fixed costs 

by going out of business. Fixed costs must be paid in the short run no matter what the firm does. 

Whether a firm suffering losses decides to produce or not to produce in the short run 

depends on the advantages and disadvantages of continuing production. If a firm shuts down, it 

earns no revenue and has no variable costs to bear. If it continues to produce, it both earns rev- 

\ 

= 

\v 

enue and incurs variable costs. Because-afirm-must-bear-fixed costs whethér or not it shuts down, 

its decision depends solely on whether total revenue from operating is sufficient to cover total y oy) gh SA 
ariable cost. —$+___— EE 
—— s 

m If total revenue exceeds total variable cost, the excess revenue can be used to 
offset fixed costs and reduce losses, and it will pay the firm to keep operating. 

@ If total revenue is smaller than total variable cost, the firm that operates will suf- 

fer losses in excess of fixed costs. In this case, the firm can minimize its losses by 
shutting down. 

Producing at a Loss to Offset Fixed Costs: The Blue Velvet Revisited 
Suppose that competitive pressure pushes the price per wash down to $3. Total revenue for 
Blue Velvet would fall to $2,400 per week (800 cars x $3). If total variable cost remained at 
$1,600, total cost would be $3,600 ($1,600 + $2,000 total fixed cost), a figure higher than total 
revenue. The firm would then be suffering losses of $3,600 — $2,400 = $1,200. In the long run, 
Blue Velvet may want to go out of business, but in the short run it is stuck, and it must decide 
what to do. 

The car wash has two options: operate or shut down. If it shuts down, it has no variable 
costs but it also earns no revenue, and its losses will be equal to its total fixed cost of $2,000 
(Table 9.2, Case 1). If it decides to stay open (Table 9.2, Case 2), revenue will be $2,400, which 
is more than sufficient to cover total variable cost of $1,600. By operating, the firm gains $800 
per week that it can use to offset its fixed costs. By operating, the firm reduces its losses from 

- $2,000 to $1,200. 
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TABLE 9.2 The Blue Velvet Car Wash Will Operate If Total Revenue Covers Total 
Variable Cost 

Case 1: Shut Down Case 2: Operate at Price = $3 a eS See SRE Ht MV PCLATE ALE TICE 
Total revenue (q = 0) $ 0 Total revenue ($3 x 800) $2,400 
Total fixed cost $2,000 Total fixed cost $2,000 
Total variable cost + Q Total variable cost + 1,600 
Total cost $2,000 Total cost $3,600 

Total revenue — total variable cost $ 800 

Profit/loss (total revenue — total cost) —$2,000  Profit/loss (total revenue — total cost) —$1,200 

Graphic Presentation of the General Case _ Figure 9.2 graphs a firm (not the Blue 
Velvet Car Wash) suffering losses. The market price, set by the forces of supply and demand, is 
P* = $3.50. If the firm decides to operate, it will do best by producing up to the point where price 

(marginal revenue) is equal to marginal cost—in this case, at an output of q* = 225 units. 

a. The industry b. A representative firm 

Total revenue in excess of 
Losses S| 

total variable cost 

[| Total fixed cost 

Se AS: 

AVC 

Price per unit ($ 

ee ; S ES ia iS 
| 
| 
| 
| 
| 
| 
| 
| = 
| 
| 
| 
| 
| 
| 
——— 

’ 0 q* = 225 

Units of output, Q Units of output, q 

a FIGURE 9.2 A Firm Suffering Losses but Showing Total Revenue in Excess of 

Total Variable Cost in the Short Run 
When price is sufficient to cover average variable cost, a firm suffering short-run losses will continue operat- 

ing instead of shutting down. Total revenue (P* x q*) covers total variable cost, leaving $90 to cover part of 

fixed costs and reduce losses to $135. 9293 

Once again, total revenue (TR) is simply the product of price and quantity (P* x q*) = $3.50 

x 225 = $787.50, or the area of rectangle P* Aq*0. Average total cost at q* = 225 is $4.10, andit is 

equal to the length of q*B. Total cost is the product of average total cost and q* (ATC x q"*), or 

$4.10 x 225 = $922.50. Because total cost is greater thar total revenue, the firm is suffering losses 

of $135, shown on the graph by the pink-shaded rectangle. 

The difference between total revenue and total variable cost can also be identified. On the 

graph, total revenue (as we said) is $787.50. Average variable cost at q* is the length of q*E. Total 

variable cost is the product of average variable cost and q* and is therefore equal to $3.10 x 225 = 

$697.50. The excess of total revenue over total variable cost is thus $787.50 — $697.50 = $90, the | 

area of the gray-shaded rectangle. 
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shut-down point The 

lowest point on the average 

variable cost curve. When price 

falls below the minimum point 

on AVC, total revenue is 

insufficient to cover variable 

costs and the firm will shut 

down and bear losses equal to 

fixed costs. 

‘Se ey, 

Remember that average total cost is equal to average fixed cost plus average variable cost. 

This means that at every level of output, average fixed cost is the difference between average total 

and average variable cost: + ) 

ATC-=AEC - ge 

me Sameer y OL 

/ 
/ 

| AFC = ATC — AVC #\$4.10 — $3.10 = $1.00 
—~ 

1 RS 

In Figure 9.2, therefore, average fixed cost is equal to the length of BE (the difference between ATC 

and AVC at q*, or $1). Because total fixed cost is average fixed cost of $1 times q* = $225, total fixed 

cost is equal to $225, the entire red- and gray-shaded rectangle. Thus, if the firm had shut down, its 

losses would be equal to $225. By operating, the firm earns an amount equal to the gray-shaded area 

($90) covering some fixed costs and reducing losses to the red-shaded area ($135). 

If we think only in averages, it seems logical that a firm in this position will continue to oper- 

ate. As long as price (which is equal to average revenue per unit) is sufficient to cover average vari- 

able cost, the firm stands to gain by operating instead of shutting down. 

Shutting Down to Minimize Loss When total revenue is insufficient to cover total 

variable cost, a firm suffering losses finds it advantageous to shut down, even in the short run. 

Suppose, for example, that competition and the availability of sophisticated new machinery 

pushed the price of a car wash all the way down to $1.50. Washing 800 cars per week would yield 

revenue of only $1,200 (Table 9.3). With total variable cost at $1,600, operating would mean los- 

ing an additional $400 over and above total fixed cost of $2,000. This means that losses would 

amount to $2,400. A profit-maximizing/loss-minimizing car wash would reduce its losses from 

$2,400 to $2,000 by shutting down, even in the short run. 

TABLE 9.3. The Blue Velvet Car.Wash Will Shut Down If Total Revenue Is Less Than 

Total Variable Cost 

Case 1: Shut Down Case 2: Operate at Price = $1.50 

Total revenue (gq = 0) $ 0 Total revenue ($1.50 x 800) $ 1,200 

Total fixed cost $2,000 2 ‘ 

Total variable cost + Q Total fixed cost $ 2,000 

Total cost $2,000 Total variable cost - + 1,600 

Total cost $ 3,600 

Total revenue — total variable cost —$ 400 

Profit/loss (total revenue — total cost): —$2,000 __ Profit/loss (total revenue — total cost) —$ 2,400 

Any time that price (average revenue) is below the minimum point on the average variable 

cost curve, total revenue will be less than total variable cost and there will be a loss on operation. 

In other words, when price is below all points on the average variable cost curve, the firm will suf- 

fer losses at any possible output level the firm could choose. When this is the case, the firm will 
stop producing and bear losses equal to total fixed cost. This is why the bottom of the average 
variable cost curve is called the shut-down point. At all prices above this point, the marginal 
cost curve shows the profit-maximizing level of output. At all prices below this point, optimal 
short-run output is zero. 

We can now refine our earlier statement that a perfectly competitive firm’s marginal cost 
curve is actually its short-run supply curve. Recall that a profit-maximizing perfectly competitive 
firm will produce up to the point at which P = MC. As we have just seen, though, a firm will shut 
down when P is less than the minimum point on the AVC curve. Also recall that the marginal cost 
curve intersects the AVC curve at AVC’s lowest point. It therefore follows that the short-run sup- 
ply curve of a competitive firm is that portion of its marginal cost curve that lies above its average 
variable cost curve as illustrated in Figure 9.3. 
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The Short-Run Industry Supply Curve 

Supply in a competitive industry is the sum of the quantity supplied by the individual firms in the 

industry at each price level. The short-run industry supply curve is the sum of the individual 

firm supply curves—that is, the marginal cost curves (above AVC) of all the firms in the industry. 
Because quantities are being added—that is, because we are finding the total quantity supplied in 

the industry at each price level—the curves are added horizontally. 

Figure 9.4 shows the supply curve for an industry with three identical firms.' At a price of $6, 

each firm produces 150 units, which is the output where P = MC. The total amount supplied on 

the market at a price of $6 is thus 450. At a price of $5, each firm produces 120 units, for an indus- 

try supply of 360. 

Industry 

ee 

Price per unit ($) 

a : 
Sl eens 
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120 150 0 

Units of output Units of output Units of output 

a FIGURE 9.4 The Industry Supply Curve in the Short Run Is the Horizontal Sum 

of the Marginal Cost Curves (above AVC) of All the Firms in an Industry 

If there are only three firms in the industry, the industry supply curve is simply the sum of all the products 

supplied by the three firms at each price. For example, at $6 each firm supplies 150 units, for a total industry 

supply of 450. 

Two things can cause the industry supply curve to ae the short run, the industry supply 

curve shifts if something—a decrease in the price of some input, for instance—shifts the marginal 

cost curves of all the individual firms simultaneously. For example, when the cost of producing 

Perfectly competitive industries are assumed to have many firms. Many is, of course, more than three. We use three firms here 

simply for purposes of illustration. The assumption that all firms are identical is often made when discussing a perfectly com- 

petitive industry. 

120 150 0 

183 

4 FIGURE 9.3 Short-Run 
Supply Curve of a 
Perfectly Competitive 
Firm 
At prices below average variable 

cost, it pays a firm to shut down 
rather than continue operating. 

Thus, the short-run supply curve 

of a competitive firm is the part 
of its marginal cost curve that 

lies above its average variable cost 
curve. 

short-run industry 
supply curve The sum of 

the marginal cost curves 
(above AVC) of all the firms in 

an industry. 
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components of home computers decreased, the marginal cost curves of all computer manufactur- 

érs shifted downward. Such a shift amounted to the same thing as an outward shift in their supply 

curves. Each firm was willing to supply more computers at each price level because computers 

were now cheaper to produce. 

"In the long run, an increase or decrease in the number of firms—and, therefore, in the num- 

ber of individual firm supply curves—shifts the total industry supply curve, If new firms enter 

the industry, the industry supply curve moves to the right; if firms exit the industry, the industry 

supply curve moves to the left. 

We return to shifts in industry supply curves and discuss them further when we take up 

long-run adjustments later in this chapter. 

Long-Run Directions: A Review 

Table 9.4 summarizes the different circumstances that perfectly competitive firms may face as 

they plan for the long run. Profit-making firms will produce up to the point where price and 

marginal cost are equal in the short run. If there are positive profits, in the long run, there is an 

incentive for firms to expand their scales of plant and for new firms to enter the industry. 

TABLE 9.4 Profits, Losses, and Perfectly Competitive Firm Decisions in the Long and 
Short Run 

~ Short-Run Condition Short-Run Decision Long-Run Decision 

Profits SG P = MC: operate Expand: new firms enter 

Losses (Rave P = MC: operate Contract: firms exit 

(loss < total fixed cost) 

Dy TR TING: Shut down: Contract: firms exit 

loss = total fixed cost_ 

A firm suffering losses will produce if and only if revenue is sufficient to cover total variable 

cost. Such firms, like profitable firms, will also produce up to the point where P = MC. If a firm 
suffering losses cannot cover total variable cost by operating, it will shut down and bear losses 

equal to total fixed cost. Whether a firm that is suffering losses decides to shut down in the short 

run, it has an incentive to contract in the long run. The simple fact is that when firms are suffer- 

ing losses, they generally exit the industryinthelongrun. ~ = . ' 

In the short run, a firm’s decision about how much to produce depends on the market price 

of its product and the shapes of its cost curves. Remember that the short-run cost curves show 

costs that are determined by the current scale of plant. In the long run, however, firms have to 
choose among many potential scales of plant. 

The long-run decisions of individual firms depend on what their costs are likely to be at dif- 

ferent scales of operation. Just as firms have to analyze different technologies to arrive at a cost 
structure in the short run, they must also compare their costs at different scales of plant to arrive 
at long-run costs. Perhaps a larger scale of operations will reduce average production costs and 
provide an even greater incentive for a profit-making firm to expand, or perhaps large firms will 
run into problems that constrain growth. The analysis of long-run possibilities is even more 
complex than the short-run analysis because more things are variable—scale of plant is not fixed, 
for example, and there are no fixed costs because firms can exit their industry in the long run. In 

_ theory, firms may choose any scale of operation; so they must analyze many possible options. 
Now let us turn to an analysis of cost curves in the long run. 

— 

Long-Run Costs: Economies and 

Diseconomies of Scale 
The shapes of short-run cost curves follow directly from the assumption of a fixed factor of pro- 
duction. As output increases beyond a certain point, the fixed factor (which we usually think of as 
fixed scale of plant) causes diminishing returns to other factors and thus increasing marginal 
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costs. In the long run, however, there is no fixed factor of production. Firms can choose any scalel 
of production. They can double or triple output or go out of business completely. 

~The shape of a firm’s long-run avera n_how costs vary with scale of 
operations. In some firms, production technology is such that increased scale, or size, reduces 
costs. For others, increased scale leads to higher per-unit costs. When an increase in a firm’s scale of 
production leads to lower average costs, we say that there are increasing returns to scale, or 
economies of scale. When average costs do not change with the scale of production, we say that 
there are constant returns to scale. Finally, when an increase ina firm’s scale of production leads 
to higher average costs, we say that there are decreasing returns to scale, or diseconomies of 
scale . Because these economies of scale are a property of production characteristics of the indi- 
vidual firm, they are considered fitermy economies of scale. In the Appendix to this chapter, we 

. —————— — A : talk about external economies of scale, which describe economies or diseconomies of scale on an 
industry-wide basis. 

Increasing Returns to Scale 

Technically, the phrase increasing returns to scale refers to the relationship between inputs and out- 

puts. When we say that a production function exhibits increasing returns, we mean that a given 

percentage of increase in inputs leads to a larger percentage of increase in the production of out- 

put. For example, if a firm doubled or tripled inputs, it would more than double or triple output. 

When firms can count on fixed input prices—that is, when the prices of inputs do not 

change with output levels—increasing returns to scale also means that as output rises, average 

cost of production falls. The term economies of scale refers directly to this reduction in cost per 

unit of output that follows from larger-scale production. 

The Sources of Economies of Scale Most of the economies of scale that immedi- 
ately come to mind are technological in nature. Automobile production, for example, would 

be more costly per unit if a firm were to produce 100 cars per year by hand. In the early 1900s, 

Henry Ford introduced standardized production techniques that increased output volume, 

reduced costs per car, and made the automobile available to almost everyone. The new tech- 

nology is not very cost-effective at small volumes of cars, but at larger volumes costs are 

greatly reduced. Ford’s,innovation provided a source of scale economics at the plant level of 

the auto firm. 

_ Some economies of scale result not from technology but from firm-level efficiencies and 

bargaining power thatcan come with size. Very large companies, for instance, can buy inputs in 

volume at discounted prices. Large firms may also produce some of their own inputs at consid- 

erable savings, and they can certainly save in transport costs when they ship items in bulk. 

Wal-Mart has become the largest retailer in the United States in part because of scale economies 

of this type. Economics of scale have come from advantages of larger firm size rather than gains 

from plant size. 

Economies of scale can be seen all around us. A bus that carries 50 people between 

Vancouver and Seattle uses less labor, capital, and gasoline than 50 people driving 50 different 

automobiles. The cost per passenger (average cost) is lower on the bus. Roommates who share an 

apartment are taking advantage of economies of scale. Costs per person for heat, electricity, and 

space are lower when an apartment is shared than if each person rents a separate apartment. 

Example: Economies of Scale in Egg Production Nowhere are economies of scale 

more visible than in agriculture. Consider the following example. A few years ago a major 

agribusiness moved to a smatt Ohio town and set up a huge egg-producing operation. The new 

firm, Chicken Little Egg Farms Inc., is completely mechanized. Complex machines feed the chick- 

ens and collect and box the eggs. Large refrigerated trucks transport the eggs all over the state daily. 

In the same town, some small farmers still own fewer than 200 chickens. These farmers collect the 

eggs, feed the chickens, clean the coops by hand, and deliver the eggs to county markets. 

Table 9.5 presents some hypothetical cost data for Homer Jones’s small operation and for 

Chicken Little Inc. Jones has his operation working well. He has several hundred chickens and 

spends about 15 hours per week feeding, collecting, delivering, and so on. During the rest of his 

produced. 
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increasing returns to 

scale, or economies of deeb had toe 
scale An increase in a firm’s 

scale of production leads to 

lower costs per unit produced. 

constant returns to 
scale An increase ina firm’s 

scale of production has no 
effect on costs per unit 

— > 

decreasing returns to 
scale, or diseconomies of 

scale An increase ina firm’s 

scale of production leads to 
higher costs per unit produced. _ 
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L 

long-run average cost 

curve (LRAC) The 

‘envelope’ of a series of 

short-run cost curves. 

“ minimum efficient scale 

(MES) _ Thesmallest size at 

which the long-run average 

cost curve Is at its minimum. 

time, he raises soybeans. We can value Jones’s time at $8 per hour because that is the wage he 

could earn working at a local manufacturing plant. When we add up all Jones’s costs, including a 

rough estimate of the land and capital costs attributable to egg production, we arrive at $177 per 

week. Total production on the Jones farm runs about 200 dozen, or 2,400, eggs per week, which 

means that Jones’s average cost comes out to $0.074 per egg. 

TABLE 9.5 Weekly Costs Showing Economies of Scale in Egg 

Production 

Jones Farm Total Weekly Costs 

15 hours of labor (implicit value $8 per hour) $120 

Feed, other variable costs 25 

Transport costs 1S 

Land and capital costs attributable to egg ely 

production 
$177 

Total output 2,400 eggs 

Average cost $0.074 per egg 

Chicken Little Egg Farms Inc. Total Weekly Costs 

Labor Noy 2s) 

Feed, other variable costs 4,115 

Transport costs 2,431 

Land and capital costs 19,230 

$30,904 

Total output 1,600,000 eggs 

Average cost $0.019 per egg 

The costs of Chicken Little Inc. are much higher in total; weekly costs run over $30,000. A 

much higher percentage of costs are capital costs—the firm uses a great many pieces of sophisti- 

cated machinery that cost millions to put in place. Total output is 1.6 million eggs per week, and 

the product is shipped all over the Midwest. The comparatively huge scale of plant has driven 

average production costs all the way down to $0.019 per egg. 

Although these numbers are hypothetical, you can see why small farme?s in the United States 

are finding it difficult to compete with large-scale agribusiness concerns that can realize signifi- 

cant economies of scale. k 

Many large firms have multiple plants or sites where they produce their goods and services. 

In our discussion in this chapter, we will distinguish between cost changes that come about 

because a firm decides to build a large versus a small plant and cost changes that result from firms 

adding volume to their production by building more plants. Coors originally produced its beer in 

Colorado in what was, at the time, one of the largest U.S. brewing plants; the firm believed that 

large size at the plant level brought cost savings. Most electronics companies, on the other hand, 

produce their output in multiple moderate-sized plants and hope to achieve cost savings through 

firm size. We will be looking at both sources of scale economies. 

Graphic Presentation A fitm’s long-run average cost curve (LRAC) shgws the differ- 
ent scales on which-it-ean-cheose_to_operate in the long run. When the firm experiences 
‘economies of scale, its LRAC will decline with output. A given point qn the LRAC tells us the 
average cost of producin associated level of output. At that Slat ihe eRistiN Scale oF plant 
determines the position and shape of the firm’s short-run cost curves. The long-run average cost 
curve shows the positions of the different sets of short-run curves among which the firm must 
choose. In making the long-run strategic choice of plant scale, the firm then confronts an associ- 

» ated set of short-run cost curves. The long-run average cost curve is the “envelope” of a series of 
short-run curves; it “wraps around” the set of all possible short-run curves like an envelope. 

Figure 9.5 shows short-run and long-run average cost curves for a firm that realizes 
economies of scale up to about 100,000 units of production and roughly constant returns to 
scale after that. The 100,000 unit output level in Figure 9.5 is sometimes called the minimum 
efficient scale (MES) of the firm. The MES is the smallest size at which the long-run average 
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HECONOMICS IN PRACTICE 

_ Economies of Scale in Blood Banks 
_In the text we have described the way in which firms may anv, 
exhibit economies of scale, so that their average total costs 

_ decline with size. Scale economies occur across a wide 
_ range of types of organizations. The article below describes 

a recent merger between two blood banks in Florida and 
argues that the merger was motivated by a push for scale 
economies. It is interesting to note that the source of new 
scale economics in blood banks is the increased govern- 
ment regulations requiring more testing of blood. As regu- 
lations grow more complex and testing is done with more 
capital, size might well be important to cost reductions. 

You might also note that in this market, analysts expect 
the benefits of lower costs to be passed on to hospitals in 
the form of lower prices. 

Blood bank merger ‘good’ for Manatee 

BradentonHerald.com 

Two of the Florida’s oldest blood banks merged Tuesday, creating a regional network 

that could help Manatee County in times of emergency, according to a Florida Blood 
Services spokesman. 

Manatee County is served by St. Petersburg-based Florida Blood Services, which has 

merged with Northwest Florida Blood Center, which has centers in Fort Walton, 

Panama City and Pensacola. 

“Northwest needed to be aligned with a larger organization to achieve economy of 

scale,” said J.B. Gaskins, Florida Blood Services vice president. “That economy of scale 

is good for the whole network, including Manatee County.” 

Roy Bertke, chaifman of the Florida Blood Services board of directors, said the 

merger will bring depth to the organization. “The growth of the market, coupled with 
the more complex testing and regulations from the government, has required all blood 

banks to operate on a much more sophisticated level with very thin margins,” he said. 

Those economies of scale will result in more competitive pricing to health care 

providers, Bertke said. 

By DONNA WRIGHT, dwright@bradenton.com 

yacd ASO" te 

cost curve is at its minimum. Essentially, it is the answer to the question{how large does a firm 

have to be to have the best per-unit cost position possible’JConsider a firm operating in an 

industry in which all of the firms in that industry face the long-run average cost curve shown in 

Figure 9.5. If you want your firm to be cost-competitive in that market, you need to produce at 

least 100,000 units. At smaller volumes, you will have higher costs than other firms in the indus- 

try, which makes it hard for you to stay in the industry. Policy makers are often interested in | 

learning how large MES is relative to the total market for a product, since when MES is large rel- 

ative to the total market size, we typically expect fewer firms to be in the industry. We will discuss 

this at more length later. an 

Figure 9.5 shows three potential scales of operation, each with its own set of short-run cost 

curves. Each point on the LRAC curve represents the minimum cost at which the-associated 

output level can be produced. Once the firm chooses a scale on which to produce, it becomes 

locked into one set of cost curves in the short run. If the firm were to settle on scale 1, it would 

not realize the major cost advantages of producing on a larger scale. By roughly doubling its 
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> FIGURE 9.5 

A Firm Exhibiting 

Economies of Scale 

The long-run average cost curve 
of a firm shows the different 

scales on which the firm can 

choose to operate in the long 
run. Each scale of operation 
defines a different short run. 

Here we see a firm exhibiting 

economies of scale; moving from 

scale 1 to scale 3 reduces aver- 

, age cost. 

scale of operations from 50,000 to 100,000 units (scale 2), the firm reduces average costs per 

unit significantly. j 

Figure 9.5 shows that at every moment, firms face two different cost constraints. In the 

long run, firms can change their scale of operation; and costs may be different as a result. 

However, at any given moment, a particular scale of operation exists, constraining the firm’s 

capacity to produce in the short run. That is why we see both short- and long-run curves in the 

same diagram. 
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Constant Returns to Scale 

Technically, the term constant returns means that the quantitative relationship between input and 

output stays constant, or the same, when output is increased. If a firm doubles inputs, it doubles 

output; if it triples inputs, it triples output; and so on. Furthermore, if input prices are fixed, con- 

stant returns imply that average cost of production does not change with scale. In other words, 

constant returns to scale mean that the firm’s long-run average cost curve remains flat. 

The firm in Figure 9.5 exhibits roughly constant returns to scale between scale 2 and scale 3. 

The average cost of production is about the same in each. If the firm exhibited constant returns 
at levels above 150,000 units of output, the LRAC would continue as a flat, straight line. 

Economists have studied cost data extensively over the years to estimate the extent to which 

economies of scale exist. Evidence suggests that in most industries, firms do not have to be gigan- 

tic to realize cost savings from scale economies. In other words, the mes is moderate relative to 

market size. Perhaps the best example of efficient production on a small scale is the manufactur- 

_ ing sector in Taiwan. Taiwan has enjoyed very rapid growth based on manufacturing firms that 
employ fewer than 100 workers. 

One simple argument supports the empirical result that most industries seem to exhibit 
constant returns to scale (a flat LRAC) after some level of output at least at the level of the 
plant. Competition always pushes firms to adopt the least-cost technology and scale. If cost 
advantages result with larger-scale operations, the firms that shift to that scale will drive the 
smaller, less efficient firms out of business. A firm that wants to grow when it has reached its 
“optimal” size can do so by building another identical plant. It thus seems logical to conclude 
that most firms face constant returns to scale at the plant level as long as they can replicate 
their existing plants. 

Decreasing Returns to Scale 
When average cost increases with scale of production, a firm faces decreasing returns to scale, or 
diseconomies of scale. The most often cited example of a diseconomy of scale is bureaucratic inef- 
ficiency. As size increases beyond a certain point, operations tend to become more difficult to 
manage. Large size often entails increased bureaucracy, affecting both managerial incentives and 

‘ 
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control. The coordination function is more complex for larger firms than for smaller ones, and 
the chances that it will break down are greater. You can see that this diseconomy of scale is firm- 
level in type. 

A large firm is also more likely than a small firm to find itself facing problems with organized 
labor. Unions can demand higher wages and more benefits, go on strike, force firms to incur legal 
expenses, and take other actions that increase production costs. (This does not mean that unions 
are “bad,” but instead that their activities often increase costs. ) 

Figure 9.6 describes a firm that exhibits both economies of scale and diseconomies of scale. 
Average costs decrease with scale of plant up to q* and increase with scale after that. This long- 
run average cost curve looks very much like the short-run average cost curves we have examined 
in the last two chapters, but do not confuse the two. 

All short-run average cost curves are U-shaped because we assume a fixed scale of plant 
that constrains production and drives marginal cost upward as a result of diminishing 
returns. In the long run, we make no such assumption; instead, we assume that scale of 
plant can be changed. 

4 FIGURE 9.6 

A Firm Exhibiting 
Economies and 

Diseconomies of Scale 

Economies of scale push this 

firm’s average costs down to q*. 
Beyond q*, the firm experiences 
diseconomies of scale; q* is th 

level of production at lowest 

average cost, using optimal 
scale. 

Costs per unit ($) 

Units of output 

Thus, the same firm can face diminishing returns—a short-run concept—and still have a long- 

run cost curve that exhibits economies of scale. 
The shape of a firm’s long-run average cost curve depends on how costs react to changes in 

scale. Some firms do see economies of scale, and their long-run average cost curves slope down- 

ward. Most firms seem to have flat long-run average cost curves. Still others encounter 

diseconomies, and their long-run average cost curves slope upward. 

It is important to note that economic efficiency requires taking advantage of economies of 

scale (if they exist) and avoiding diseconomies of scale. The optimal scale of plant is the scale optimal scale of 

of plant that minimizes average cost. In fact, as we will see next, competition forces firms to use plant The scale of plant 

the optimal scale. that minimizes average cost. 

Long-Run Adjustments to Short-Run 

Conditions 
We began this chapter by discussing the different short-run positions in which firms may find them- 

selves. Firms can be operating at a profit or suffering economic losses; they can be shut down or pro- 

ducing. The industry is not in long-run equilibrium if firms have an incentive to enter or exit in the 

long run. Thus, when firms are earning economic profits (profits above normal, or positive) or are 

~ suffering economic losses (profits below normal, or negative), the industry is not at an equilibrium 

and firms will change their behavior. What firms are likely to do depends in part on costs in the long 

run. This is why we have spent a good deal of time discussing economies and diseconomies of scale. 



190 PARTI The Market System: Choices Made by Households and Firms 

ECONOMICS IN PRACTICE 

The Long-Run Average Cost Curve: 
Flat or U-Shaped? 
_ The long-run average cost curve has been a source of controversy in economics for many 

years. A long-run average cost curve was first drawn as the “envelope” of a series of short-run 

curves in a classic article written by Jacob Viner in 1931.* In preparing that article, Viner gave 

his draftsman the task of drawing the long-run curve through the minimum points of all the 

short-run average cost curves. 
In a supplementary note written in 1950, Viner commented: 

... the error in Chart IV is left uncorrected so that future teachers and students may 

share the pleasure of many of their predecessors of pointing out that if I had known 

what an envelope was, I would not have given my excellent draftsman the technically 

impossible and economically inappropriate task of drawing an AC curve which would 

pass through the lowest cost points of all the AC curves yet not rise above any AC curve 

at any point....> 

While this story is an interesting part of the lore of economics, a more recent debate con- 

centrates on the economic content of this controversy. In 1986, Professor Herbert Simon of 

Carnegie-Mellon University stated bluntly in an interview for Challenge magazine that most 

textbooks are wrong to use the U-shaped long-run cost curve to predict the size of firms. 

Simon explained that studies show the firm’s cost curves are not U-shaped but instead slope 

down to the right and then level off.‘ 

Professor Simon makes an important point. Suppose that we were to redraw Figure 9.7(b) 

with a flat long-run average cost curve. Figure 1 shows a firm earning short-run profits using 

scale 1, but there are no economies of scale to be realized. 

Despite the lack of economies of scale, expansion of such an industry would likely take 

place in much the same way as we have described. First, existing firms have an incentive to 

expand because they are making profits. At current prices, a firm that doubles its scale would 

earn twice the profits even if average cost did not fall with expansion. Of course, as long as 

profits persist, new firms have an incentive to enter the industry. Both events will shift the 
short-run industry supply curve to the right, from S, to S, and price will fall, from P, to P,. 
Expansion and entry will stop only when price has fallen to LRAC. Only then will profits be 
eliminated. At equilibrium: 

P= SRMC = SRAC = LRAC 

4 Profit 

SRMC SRMC 
Scale 1 SRAC Scale 2 Asi 
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4 Long-Run Expansion in an Industry with Constant Returns 
to Scale 
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This model does not predict the final firm size or the structure of the industry. When the 
long-run AC curve is U-shaped, firms stop expanding at the minimum point on LRAC 
because further expansion means higher costs. Thus, optimal firm size is determined tech- 
nologically. If the LRAC curve is flat, however, small firms and large firms have identical 

_ average costs. 

If this is true, and it seems to be in many industries, the structure of the industry in the 
long run will depend on whether existing firms expand faster than new firms enter. If new 

_ firms enter quickly in response to profit opportunities, the industry will end up with large 
numbers of small firms, but if existing firms expand more rapidly than new firms enter, the 

_ industry may end up with only a few very large firms. There is thus an element of randomness 
in the way industries expand. In fact, most industries contain some large firms and some 
small firms, which is exactly what Simon’s flat LRAC model predicts. 

Sources: “Jacob Viner, “Cost Curves and Supply Curves,” Zeitschrift fur Nationalokonomie, Vol, 3 (1-1931), 23-46; 
George J. Stigler and Kenneth E. Boulding, eds., AEA Readings in Price Theory, Vol. 6 (Chicago: Richard D. Irwin, 
1952), p. 227; “Based on interview with Herbert A. Simon, “The Failure of Armchair Economics, ” Challenge, 
November—December, 1986, 23-24. 

We can now put these two ideas together and discuss the actual long-run adjustments that 

are likely to take place in response to short-run profits and losses. 

Short-Run Profits: Expansion to Equilibrium 

We begin our analysis of long-run adjustments with a perfectly competitive industry in which firms 

are earning positive profits. We assume that all firms in the industry are producing with the same 

technology of production and that each firm has a long-run average cost curve that is U-shaped. A 
U-shaped long-run average cost curve implies that there are some economies of scale to be realized in 

the industry and that all firms ultimately begin to run into diseconomies at some scale of operation. 

Figure 9.7 shows a representative perfectly competitive firm initially producing at scale 1. 

Market price is P) = $12, and individual firms are enjoying economic profits. Total revenue at our 

representative firm, which is producing 1,000 units of output per period, exceeds total cost. Our 

firm’s profit per period is equal to the gray-shaded rectangle. (Make sure you understand why the 

gray rectangle represents profits. Remember that perfectly competitive firms maximize profit by 

producing at P = MC —in Figure 9.7, at point A.) 

a. The industry b. A representative firm 
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a FIGURE 9.7 . 

Firms Expand in the Long Run When Increasing Returns to Scale Are Available 

When economies of scale can be realized, firms have an incentive to expand. Thus, firms will be pushed by 

~ competition to produce at their optimal scales. Price will be driven to the minimum point on the LRAC curve, 

191 
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At this point, our representative firm has not realized all the economies of scale available to it. By 

xpanding to scale 2, it will reduce average costs significantly and it will increase profits unless price 

drops. As long as firms are enjoying profits and economies of scale exist, firms will expand as they seek 

tO lower their long-run costs and increase their profits. Thus, the firm in Figure 9.7 shifts to scale 2. 

; At the same time, the existence of positive profits will attract new entrants to the industry. 

Both the entrance of new firms and the expansion of existing firms have the same effect on the 

short-run industry supply curve (Figure 9.7a). Both cause the short-run supply curve to shift to 

kos cat) ac a the right, from S, to S,. Because the short-run industry supply curve is the sum of all the mar- 

ak 2 A\ ginal cost curves (above the minimum point of AVC) of all the firms in the industry, it will shift 

oS ye J to the right for two reasons. First, because all firms in the industry are expanding to a larger scale, 

acon ; (v je } stheir individual short-run marginal cost curves shift to the right. Second, with new firms entering 

ort) _ Ly % eo the industry, there are more firms and thus more marginal cost curves to add up. 

a) ss od As capital flows into the industry, the supply curve in Figure 9.7a shifts to the right and price 

eo we . falls. The question is where the process will stop. In general, firms will continue to expand as long 

as there are economies of scale to be realized and new firms will continue to enter as long as pos- 

itive profits are being earned. 
In Figure 9.7a, final equilibrium is achieved only when price falls to P* = $6 and firms have 

exhausted all the economies of scale available in the industry. At P* = $6, no economic profits are 

being earned and none can be earned by changing the level of output. 

Look carefully at the final equilibrium in Figure 9.7. Each firm will choose the scale of plant 

that produces its product at minimum long-run average cost. Competition drives firms to adopt 

not just the most efficient technology in the short run but also the most efficient scale of opera- 

A erga ren eM hs ee run, equilibrium price (P*) is equal to long-run ier ge 
short-run marginal cost, and short-run average cost. Profits are driven to zero: 

a sneer te ee 

, P* = SRMC = SRAC = LRAC 
———————————— 

where SRMC denotes short-run marginal cost, SRAC denotes short-run average cost, and LRAC 

denotes long-run average cost. No other price is an equilibrium price. Any price above P* means 

that there are profits to be made in the industry and new firms will continue to enter. Any price 

below P* means that firms are suffering losses and firms will exit the industry. Only at P* will eco-] 

nomic profits be just equal to zero, and only at P* will the industry be in equilibrium. 

Short-Run Losses: Contraction to Equilibrium, 

Firms that suffer short-run losses have an incentive to leave the industry in the long run but can- 

not do so in the short run. As we have seen, some firms incurring losses will Choose to shut down 

and bear losses equal to fixed costs. Others will continue to produce in the short run in an effort 
to minimize their losses. 

Figure 9.8 depicts a firm that will continue to produce q, = 1,000 units of output in the short 
run, despite its losses. (We are assuming here that the firm has losses that are smaller than the 
firm’s total fixed cost.) With losses, the long-run picture will change. Firms have an incentive to 
get out of the industry. As they exit, the industry’s short-run supply curve shifts to the left. As it 
shifts, the equilibrium price rises from $5 to $6. 

Once again the question is how long this adjustment process will continue. In general, as 
long as losses are being sustained in an industry, firms will shut down and leave the industry, 
thus reducing supply—shifting the supply curve to the left. As this happens, price rises. This 
gradual price rise reduces losses for firms remaining in the industry until those losses are ulti- 

_ mately eliminated. L 
In Figure 9.8, equilibrium occurs when price rises to P* a* At that point, remaining firms 

will maximize profits by producing q* = 1,160 units of output{Price is just sufficient to cover 
average costs, and economic profits and losses are zero/ ey d\sbeun 

Whether we begin with an industry in which firms are earning profits or suffering losses, the 
final long-run competitive equilibri dition is the same: . 

P* = SRMC = SRAC = LRA 
—— 

and profits are zero. At this point, individual firms are operating at the most efficient scale of | 
plant—that is, at the minimum point on their LRAC curve. Fi 
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a. The industry b. A representative firm 
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shifts from S, to S,, driving price up to P*. As price rises, losses are eliminated gradually. \o7" 

The Long-Run Adjustment Mechanism: Investment Flows 

Toward Profit Opportunities 

The central idea in our discussion of entry, exit, expansion, and contraction is this: In efficient 

markets, investment capital flows toward profit opportunities. The actual process is complex and 

varies from industry to industry. 
We talked about efficient markets in Chapter 1. In efficient markets, profit opportunities are 

quickly eliminated as they develop. To illustrate this point, we described driving up to a toll booth 

and suggested that shorter-than-average lines are quickly eliminated as cars shift into those lines. 

Profits in competitive industries also are eliminated as new competing firms move into open 

slots, or perceived opportunities, in the industry. 

In practice, the entry and exit of firms in response to profit opportunities usually involve the 

financial capital market. In capital markets, people are constantly looking for profits. When firms 

in an industry do well, capital is likely to flow into that industry in a variety of forms. 

Entrepreneurs start new firms, and firms producing entirely different products may join the 

competition to break into new markets. It happens all around us. The tremendous success of pre- 

mium ice cream makers Ben and Jerry’s and Haagen-Dazs spawned dozens of competitors. In 

one Massachusetts town of 35,000, a small ice cream store opened to rave reviews, long lines, and 

high prices and positive profits. Within a year, there were four new ice cream/frozen yogurt stores, 

no lines, and lower prices. Magic? No, just the natural functioning of competition. 

A powerful example of an industry expanding with higher prices and higher economic profits 

is the housing sector prior to 2007. From the late 1990s until early 2006, the housing market was 

booming nationally. Demand was shifting to the right for a number of reasons. As it did, housing 

prices rose substantially and with them the profits being made by builders. As builders responded 

with higher output, the number of new units started (housing starts) increased to a near record 

level of over 2.2 million per year in 2005. Construction employment grew to over 7.5 million. 

Starting in 2006, housing demand shifted to the left. The inventory of unsold property began 

to build, and prices started to fall. That turned profits into losses. Home builders cut their produc- 

- tion, and many went out of business. These moves had major ramifications for the performance 
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ECONOMICS IN PRACTICE 

Why Are Hot Dogs So Expensive in 
Central Park? 

| Recently, one of the authors of 

this textbook was walking in 

Central Park in New York City. 
Since it was lunchtime and she 

was hungry, she decided to 
indulge her secret passion for 

good old-fashioned hot dogs. 

Because she did this frequently, 

she was well aware that the 

standard price for a hot dog in 

New York City was $1.50. So she 

was surprised when she handed 

the vendor $2 that she received 

no change back. As it turned 

out, the price of a hot dog inside 

the park was $2.00, not the 
$1.50 vendors charged elsewhere in the city. Since she was trained as an economist, she wanted 

to know what caused the difference in price. 
First, she looked to the demand side of the market. If hot dogs are selling for $2.00 in the 

park but only $1.50 outside the park, people must be willing and able to pay more for them in 

the park. Why? Perhaps hot dogs are more enjoyable to people when eaten while walking 

through Central Park. Hot dogs and “walking through the park” may be complementary 

goods. Or maybe people who walk in the park at noon are richer. 
You might ask, if hot dogs are available outside the park for $1.50, why don’t people buy 

them there and bring them to the park? The fact is that hot dogs are good only when they are 

hot, and they get cold very quickly. A hot dog purchased 5 minutes away from Central Park 

will be stone cold by the time someone reaches the park. 

But looking at the demand side is not enough to understand a markét, We also have to 

explain the behavior of the hot dog vendors who comprise the supply side of the market. On the 

supply side, the author knew that the market for hot dogs was virtually perfectly competitive 

outside the park. First, the product is homogeneous. Essentially all vendors supply the same 

product: a standard quality-certified hot dog and two varieties of mustard. Second, there is free 

entry. Since most vendors have wheels on their carts, if the price of hot dogs rises above $1.50 in 

one part of town, we would expect vendors to move there. The.added supply would then push 

prices back to Price (P) = short-run marginal cost (SRAC) = long-run average cost (LRAC). At 

P = $1.50, individual vendors around the city must be earning enough to cover average costs 

including a normal rate of return (see the discussion in the text on p. 178). If the market price 

produces excess profits, new vendors will show up to compete those excess profits away. 

All of this would suggest that the price of hot dogs should be the same everywhere in 

New York City. If a vendor is able to charge $2 in the park and has the same costs as a ven- 

dor outside the park, he must be earning above-normal profits. After all, the vendor makes 

$.50 more on each hot dog. Something must be preventing the outside vendors from rolling 
their carts into the park, which would increase the supply of hot dogs and drive the price 
back to $1.50. 

That something is a more expensive license. In New York, you need a license to operate a 
hot dog cart, and a license to operate in the park costs more. Since hot dogs are $0.50 more in 
the park, the added cost of a license each year must be roughly $0.50 per hot dog sold. In fact, 
in New York City, licenses to sell hot dogs in the park are auctioned off for many thousands of 
dollars, while licenses to operate in more remote parts of the city cost only about $1,000. 
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of the whole economy. Go back and look at Figure 9.7 and Figure 9.8. Make sure you understand 
how these diagrams explain both the expansion and contraction of the housing sector since 2000. 

“Many believe that part of the explosion of technology-based dot-com companies is due to the 
very low barriers to entry. All it takes to start a company is an idea, a terminal, and Web access. The 
number of new firms entering the industry is so large that statistical agencies cannot keep pace. 

When there is promise of positive profits, investments are made and output expands. When 
firms end up suffering losses, firms contract and some go out of business. It can take quite a 
while, however, for an industry to achieve long-run competitive equilibrium, the point at 
which P= = = and profits are zero. In tact, Because costs and tastes are ina 
constant state of flux, very few industries ever really get there. The economy is always changing. 
There are always som s making profits and some firms suffering losses.” 

This, then, is a story about tendencies: 

Investment—in the form of new firms and expanding old firms—will over time tend to 
favor those industries in which profits are being made; and over time, industries in which 
firms are suffering losses will gradually contract from disinvestment. 

Output Markets: A Final Word 
In the last four chapters, we have been building a model of a simple market system under the 

assumption of perfect competition. Let us provide just one more example to review the actual 

response of a competitive system to a change in consumer preferences. 

Over the past two decades, Americans have developed a taste for wine in general and for 

California wines in particular. We know that household demand is constrained by income, wealth, 

and prices and that income is (at least in part) determined by the choices that households make. 

Within these constraints, households increasingly choose—or demand—wine. The demand curve 

for wine has shifted to the right, causing excess demand followed by an increase in price. 

With higher prices, wine producers find themselves earning positive profits. This increase in 

price and consequent rise in profits is the basic signal that leads to a reallocation of society’s resources. 

In the short run, wine producers are constrained by their current scales of operation. California 

has only a limited number of vineyards and only a limited amount of vat capacity, for example. 

In the long run, however, we would expect to see resources flow in to compete for these prof- 

its; and this is exactly what happens. New firms enter the wine-producing business. New vines are 

planted, and new vats and production equipment are purchased and put in place. Vineyard own- 

ers move into new states—Rhode Island, Texas, and Maryland—and established growers increase 

production. Overall, more wine is produced to meet the new consumer demand. At the same 

time, competition is forcing firms to operate using the most efficient technology available. 

What starts as a shift in preferences thus ends up as a shift in resources. Land is reallocated, 

and labor moves into wine production. All this is accomplished without any central planning or 

direction. 

You have now seen what lies behind the demand curves and supply curves in competitive out- 

put markets. The next two chapters take up competitive input markets and complete the picture. 

SUMMARY 

long-run competitive 
equilibrium When P= 

SRMC = SRAC = LRAC and 

profits are zero. 

1. For any firm, one of three conditions holds at any given SI [ORT-RUN CONDITIONS AND LONG-RUN 

moment: (1) The firm is earning positive profits, (2) the DIRECTIONS p. 178 

firm is suffering losses, or (3) the firm is just breaking 2. A firm that is earning positive profits in the short run and 

even—that is, earning a normal rate of return and thus expects to continue doing so has an incentive to expand in 

zero profits. the long run. Profits also provide an incentive for new firms 

to enter the industry. 
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3. In the short run, firms suffering losses are stuck in the 
industry. They can shut down operations (q = 0), but they 
must still bear fixed costs. In the long run, firms suffering 

losses can exit the industry. 

4. A firm’s decision about whether to shut down in the short 
run depends solely on whether its total revenue from operat- 
ing is sufficient to cover its total variable cost. If total rev- 
enue exceeds total variable cost, the excess can be used to pay 
some fixed costs and thus reduce losses. 

5. Anytime that price is below the minimum point on the 
average variable cost curve, total revenue will be less than 
total variable cost, and the firm will shut down. The mini- 
mum point on the average variable cost curve (which is 
also the point where marginal cost and average variable 
cost intersect) is called the shut-down point. At all prices 
above the shut-down point, the MC curve shows the profit- 
maximizing level of output. At all prices below it, optimal 
short-run output is zero. 

6. The short-run supply curve of a firm in a perfectly competi- 
tive industry is the portion of its marginal cost curve that 
lies above its average variable cost curve. 

7. Two things can cause the industry supply curve to shift: (1) in 
the short run, anything that causes marginal costs to change 
across the industry, such as an increase in the price of a par- 

ticular input and (2) in the long run, entry or exit of firms. 

LONG-RUN COSTS: ECONOMIES AND 

DISECONOMIES OF SCALE p». 184 

8. When an increase in a firm’s scale of production leads to 

lower average costs, the firm exhibits increasing returns to 

scale, or economies of scale. When average costs do not 

change with the scale of production, the firm exhibits 

constant returns to scale. When an increase in a firm’s scale of 

production leads to higher average costs, the firm exhibits 

decreasing returns to scale, or diseconomies of scale. 

A firm’s long-run average cost curve (LRAC) shows the costs 

associated with different scales on which it can choose to 

operate in the long run. 

LONG-RUN ADJUSTMENTS TO SHORT-RUN 
CONDITIONS p. 189 

10. 

iT 

12 

13. 

When short-run profits exist in an industry, firms enter and 
existing firms expand. These events shift the industry supply 
curve to the right. When this happens, price falls and ulti- 

mately profits are eliminated. 

When short-run losses are suffered in an industry, some 
firms exit and some firms reduce scale. These events shift the 
industry supply curve to the left, raising price and eliminat- 
ing losses. 

Long-run competitive equilibrium is reached when P = SRMC 
= SRAC = LRAC and profits are zero. 

In efficient markets, investment capital flows toward profit 
opportunities. 

REVIEW TERMS AND CONCEPTS 

breaking even, p. 178 long-run average cost curve (LRAC), p. 186 short-run industry supply curve, p. 183 

constant returns to scale, p. 185 long-run competitive equilibrium, p. 195 shut-down point, p. 1 2 

decreasing returns to scale or diseconomies minimum efficient scale (mes), p. 186 long-run competitive equilibrium, 

of scale, p. 185 

increasing returns to scale or economies of 
scale, p. 185 

optimal scale of plant, p. 189 P= SRMC = SRAC = LRAC 

Visit www.myeconlab.com to complete the problems marked in orange online. You will receive 
instant feedback on your answers, tutorial help, and access to additional practice problems. fimyeconlab 

(©) For each of the following, decide whether you agree or disagree 

and explain your answer: 

a. Firms that exhibit constant returns to scale have U-shaped 

long-run average cost curves. 

b. A firm suffering losses in the short run will continue to 

operate as long as total revenue at least covers fixed cost. 

Ajax is a competitive firm operating under the following condi- 
tions: Price of output is $5, the profit-maximizing level of out- 
put is 20,000 units of output, and the total cost (full economic 

cost) of producing 20,000 units is $120,000. The firm’s only 

fixed factor of production is a $300,000 stock of capital (a 
building). If the interest rate available on comparable risks is 

5}: 

10 percent, should this firm shut down immediately in the short 
run? Explain your answer. 

Explain why it is possible that a firm with a production function 
that exhibits increasing returns to scale can run into diminish- 
ing returns at the same time. 

Which of the following industries do you think are likely to 
exhibit large economies of scale? Explain why in each case. 
a. Home building 

. Electric power generation 

Vegetable farming 

. Software development 

Aircraft manufacturing car s 



For cases A through F in the following table, would you 
Q) operate or shut down in the short run and (2) expand your 
plant or exit the industry in the long run? 

A B G D E F 

Total revenue 1500 2,000 2,000 5000 5000 5,000 

Total cost 1500 1,500 2,500 6000 7,000 4,000 

Total fixed cost 500 500 200 1500 1500 1,500 

[Related to the Economics in Practice on p. 190] Do you agree 
or disagree with the following statements? Explain in a sentence 
or two. 

a. A firm will never sell its product for less than it costs to 

produce it. 

b. If the short-run marginal cost curve is U-shaped, the long- 

run average cost curve is likely to be U-shaped as well. 

The Smythe chicken farm outside Little Rock, Arkansas, pro- 

duces 25,000 chickens per month. Total cost of production at 
Smythe Farm is $28,000. Down the road are two other farms. 

Faubus Farm produces 55,000 chickens a month, and total cost 

is $50,050. Mega Farm produces 100,000 chickens per month, at 

a total cost of $91,000. These data suggest that there are signifi- 

cant economies of scale in chicken production. Do you agree or 

disagree with this statement? Explain your answer. 

4 Indicate whether you agree or disagree with the following state- 

ments. Briefly explain your answers. 

a. Increasing returns to scale refers to a situation where an 

increase in a firm’s scale of production leads to higher costs 

per unit produced. 

b. Constant returns to scale refers to a situation where an 

increase in a firm’s scale of production has no effect on costs 

per unit produced. 

c. Decreasing returns to scale refers to a situation where an 

increase in a firm’s scale of production leads to lower costs 

per unit produced. 

You are given the following cost data: 

q TFC TVC 
0 12 0 
1 12 5 
2 12 9 
3 12 14 
4 12 20 
5 12 28 
6 12 38 

If the price of output is $7, how many units of output will this 

firm produce? What is the total revenue? What is the total cost? 

Will the firm operate or shut down in the short run? in the long 

run? Briefly explain your answers. 

10. The concept of economies of scale refers to lower per-unit pro- 

duction costs at higher levels of output. The easiest way to 

understand this is to look at whether long-run average cost 

decreases with output (economies of scale) or whether long-run 

average cost increases with output (diseconomies of scale), If 

average cost is constant as output rises, there is constant returns 

to scale. But the concept of falling unit costs is all around us. 

Explain how the concept of economies of scale helps shed light 

on each of the following: 

a. car pooling 

Ts 

12. 
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b. doubling up to reduce rent 

c. farming 

d. a single-family car versus public transit 

e. a huge refinery 

According to its Web site, Netflix is the world’s largest online 

entertainment subscription service. It owns 90,000 DVD titles 

that it rents out to its more than 9 million subscribers. On its 

Web site, Netflix indicates that its growth strategy is to “focus on 
subscription growth in order to realize economies of scale.” In 

this business, where do you think scale economies come from? 

From 2000 to 2005, the home building sector was expanding and 

new housing construction as measured by housing starts was 

approaching an all-time high. (At www.census.goy, click 

“Housing,” then click “Construction data.”) Big builders such as 

Lennar Corporation were making exceptional profits. The indus- 

try was expanding. Existing home building firms invested in 

more capacity and raised output. New home building firms 

entered the industry. During 2006 and 2007, demand for new 

and existing homes dropped. The inventory of unsold homes 

grew sharply. Home prices began to fall. Home builders suffered 

losses, and the industry contracted. Many firms went out of busi- 

ness, and many workers in the construction industry went bank- 

rupt. Use the Web to verify that all of these events happened. 

Access www.bls.gov for employment data and www.bea.gov for 

information on residential construction as part of gross domes- 

tic product. What has happened since the beginning of 2008? 

Has the housing market recovered? Have housing starts stopped 

falling? If so, at what level? Write a short essay about whether the 

housing sector is about to expand or contract. 

[Related to the Economics in Practice on p. 194] St. Mark’s 

Square is a beautiful plaza in Venice that is often frequented by 

both tourists and pigeons. Ringing the piazza are many small, 

privately owned cafes. In these cafes, a cappuccino costs 7 euros 

despite the fact that an equally good cappuccino costs only 

3 euros a block a way. What is going on here? 

The following problem traces the relationship between firm 

decisions, market supply, and market equilibrium in a perfectly 

competitive market. 

a. Complete the following table for a single firm in the short run. 

OUTPUT TFC TVC UG AVC ATC MC 

o $300 $ O 

ONDNA PWN 

BSN So So | | 

950 = a 

a 1,240 

10 ‘.. 1,600 = 

‘9 

b. Using the information in the table, fill in the following 

supply schedule for this individual firm under perfect 

competition and indicate profit (positive or negative) at 

each output level. (Hint: At each hypothetical price, what 

is the MR of producing | more unit of output? Combine 

this with the MC of another unit to figure out the quantity 

supplied. ) 

WF Tr / y j 
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PRICE PROFIT 

$50 
70 

100 

130 

170 

220 

280 

350 

QUANTITY SUPPLIED 

c. Now suppose there are 100 firms in this industry, all with 

identical cost schedules. Fill in the market quantity supplied 

at each price in this market. 

MARKET QUANTITY MARKET QUANTITY 

PRICE SUPPLIED DEMANDED 

$ 50 = 1,000 

70 ex 900 

100 ae 800 

130 = 700 

170 — 600 

220 = 500 

280 oe 400 

350 300 

d. Fill in the blanks: From the market supply and demand 

schedules in c., the equilibrium market price for this good is 

___and the equilibrium market quantity is___. Each 

firm will produce a quantity of ___ and earna___ 

(profit/loss) equalto___. 

e. Ind., your answers characterize the short-run equilibrium in 

this market. Do they characterize the long-run equilibrium 

as well? If so, explain why. If not, explain why not (that is, 

what would happen in the long run to change the equilib- 

rium and why?). 

Assume that you are hired as an analyst at a major New York 

consulting firm. Your first assignment is to do an industry 

analysis of the tribble industry. After extensive research and two 

all-nighters, you have obtained the following information: 

m@ Long-run costs: 

Capital costs: $5 per unit of output 

Labor costs: $2 per unit of output 
No economies or diseconomies of scale 

Industry currently earning a normal return to capital (profit 

of zero) 

Industry perfectly competitive, with each of 100 firms pro- 

ducing the same amount of output 

@ Total industry output: 1.2 million tribbles 
Demand for tribbles is expected to grow rapidly over the 

next few years to a level twice as high as it is now, but (due to 

short-run diminishing returns) each of the 100 existing 

firms is likely to be producing only 50 percent more. 

a. Sketch the long-run cost curve of a representative firm. 

b. Show the current conditions by drawing two diagrams, one 

showing the industry and one showing a representative firm. 

c. Sketch the increase in demand and show how the industry is 

likely to respond in the short run and in the long run. 

*Note: Problems marked with an asterisk are more challenging. 

APP E INS aeX 

EXTERNAL ECONOMIES AND 

DISECONOMIES AND THE LONG-RUN 

INDUSTRY SUPPLY CURVE 

Sometimes average costs increase or decrease with the size of 

the industry, in addition to responding to changes in the size of 

the firm itself. When long-run average costs decrease as a result 

of industry growth, we say that there are external economies. 

When average costs increase as a result of industry growth, we 
say that there are external diseconomies. (Remember th 

distinction between internatametextermal economies: Internal 

economies of scale are found within firms, whereas external 

economies occur on an industry-wide basis.) 

The expansion of the home building sector of the ecoy- 

omy between 2000 and 2005 illustrates how external disec- 

onomies of scale arise and how they imply a rising long-run 

average Cost Curve. 

Beginning in 2000, the overall economy suffered a slow- 

down as the dot-com exuberance turned to a bursting stock 

market bubble, and the events of 9/11 raised the specter of 
international terrorism. 

One sector, however, came alive between 2000 and 2005: 
housing. Very low interest rates lowered the monthly cost of 
home ownership, immigration increased the number of 

% 

x 

households, millions of baby boomers traded up and bought 

second homes, and investors who had been burned by the 

stock market bust turned to housing as a “real” asset. 

All of this increased the demand for single-family homes 

and condominiums around the country. Table 9A.1 shows 

what happened to house prices, output, and the costs of inputs 

during the first 5 years of the decade. 

First, house prices began to rise faster than other prices 

while the cost of construction materials stayed flat. Profitability 

in the home building sector took off. Next, as existing builders 

expanded their operations, new firms started up. The number 
of new housing units “started” stood at just over 1.5 million 
annually in 2000 and then rose to over 2 million by 2005. All of 
this put pressure on the prices of construction materials such as 
lumber and wallboard. The table shows that construction mate- 
rials costs rose more than 8 percent in 2004. These input prices 
increased the costs of home building. The expanding industry 
caused external diseconomies of scale. 

THE LONG-RUN INDUSTRY SUPPLY CURVE 
Recall that long-run competitive equilibrium is achieved when 
entering firms responding to profits or exiting firms fleeing 
from losses drive price to a level that just covers long-run average 
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Construction 
Tate. ' Housing Starts % Materials Prices % Consumer Prices % 

“i House Prices % Over —_ Housing Starts Change Over the Change Over the Change Over the 
ear the Previous Year (Thousands) Previous Year Previous Year Previous Year 

2000 -- 1,573 Ly: = = 
2001 Wie) 1,661 56% 0% 2.8% 
2002 aS 1,710 2.9% 1.5% 1.5% 
2003 Zee 1,853 8.4% 1.6% 2.3% 
2004 12.0 1,949 5.2% 8.3% 2.7% 
2005 13.0 2,053 5.3% 5.4% 2.5% 

Source: Economy.com and the Office of Federal Housing Enterprise Oversight (OFHEO). 

costs. Profits are zero, and P = LRAC = SRAC = SRMC. At this 
point, individual firms are operating at the most efficient scale of 

plant—that is, at the minimum point on their LRAC curve. 

As we saw in the text, long-run equilibrium is not easily 

achieved. Even if a firm or an industry does achieve long-run 

equilibrium, it will not remain at that point indefinitely. 

Economies are dynamic. As population and the stock of capital 

grow and as preferences and technology change, some sectors 

will expand and some will contract. How do industries adjust 

to long-term changes? The answer depends on both internal 

and external factors. 

The extent of internal economies (or diseconomies) deter- 

mines the shape of a firm’s long-run average cost curve (LRAC). 

If a firm changes its scale and either expands or contracts, its 

average costs will increase, decrease, or stay the same along the 

LRAC curve. Recall that the LRAC curve shows the relationship 

between a firm’s output (q) and average total cost (ATC). A firm 

enjoying internal economies will see costs decreasing as it 

expands its scale; a firm facing internal diseconomies will see 

costs increasing as it expands its scale. 

a. The industry 

Price per unit ($) 

Units of output, Q 

However, external economies and diseconomies have noth- 
ing to do with the size of individual firms in a competitive mar- 

ket. Because individual firms in perfectly competitive industries 

are very small relative to the market, other firms are affected 

only minimally when an individual firm changes its output or 

scale of operation. External economies and diseconomies arise 

from industry expansions; that is, they arise when many firms 

increase their output simultaneously or when new firms enter 

an industry. If industry expansion causes costs to increase 

(external diseconomies), the LRAC curves facing individual 

firms shift upward; costs increase regardless of the level of out- 

put finally chosen by the firm. Similarly, if industry expansion 

causes costs to decrease (external economies), the LRAC curves 

facing individual firms shift downward; costs decrease at all 

potential levels of output. 
An example of an expanding industry facing external 

economies is illustrated in Figure 9A.1. Initially, the industry 

and the representative firm are in long-run competitive equi- 

librium at the price P, determined by the intersection of the 

initial demand curve D, and the initial supply curve So. Po is 

b. A representative firm 

Units of output, q 

a FIGURE 9A.1 A Decreasing-Cost Industry: External Economies 

i 
, ice rl nieeacOuene 

In a decreasing-cost industry, average cost declines as the industry expands. As demand expands from Dp to D,, price rises from Po ( 

As new firms enter and existing firms expand, supply shifts from Sp, to S;, 

to LRAC,, the final price will be below P, at P;. The long-run industry supply curve (LRIS) 

driving price down. If costs decline as a result of the expansion 

slopes downward in a decreasing-cost industry. 
oe a a aa a a A) 
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the long-run equilibrium price; it intersects the initial long- 

run average cost curve (LRAC,) at its minimum point. At this 

point, economic profits are zero. 

Let us assume that as time passes, demand increases—that 

is, the demand curve shifts to the right from Dy to D,. This 

increase in demand will push price all the way to P,. Without 
drawing the short-run cost curves, we know that economic 

profits now exist and that firms are likely to enter the industry to 

compete for them. In the absence of external economies or dis- 

economies, firms would enter the industry, shifting the supply 

curve to the right and driving price back to the bottom of the 

long-run average cost curve, where profits are zero. 
Nevertheless, the industry in Figure 9A.1 enjoys external 

economies. As firms enter and the industry expands, costs 

decrease; and as the supply curve shifts to the right from S, 

toward S,, the long-run average cost curve shifts downward to 

LRAC,. Thus, to reach the new long-run equilibrium level of 

price and output, the supply curve must shift all the way to S,. 

Only when the supply curve reaches S, is price driven down to 

the new equilibrium price of P,, the minimum point on the new 

long-run average cost curve. 
Presumably, further expansion would lead to even greater 

savings because the industry encounters external economies. 

a. The industry 

The dashed line in Figure 9A.1(a) that traces out price and 

total output over time as the industry expands is called the 

long-run industry supply curve (LRIS). When an industry 

enjoys external economies, its long-run supply curve slopes 

down. Such an industry is called a decreasing-cost industry. 

Figure 9A.2 shows the long-run industry supply curve for 

an industry that faces external diseconomies. (These were suf- 

fered in the construction industry, you will recall, when 
increased house building activity drove up lumber prices.) As 

demand expands from D, to D,, price is driven up from Py to 

P,. In response to the resulting higher profits, firms enter, 

shifting the short-run supply schedule to the right and driving 

price down. However, this time, as the industry expands, the 

long-run average cost curve shifts up to LRAC, as a result of 

external diseconomies. Now, price has to fall back only to P, 

(the minimum point on LRAC,), not all the way to Po, to elim- 

inate economic profits. This type of industry, whose long-run 

industry supply curve slopes up to the right, is called an 

increasing-cost industry. bie 
t should not surprise you to know that industries in 

which there are no external economies or diseconomies of 

scale have flat, or horizontal, long-run industry supply curves. 

These industries are called constant-cost industries. 

b. A representative firm 

ES 

Ss e 
oa 

Soke 

2p oO 0 

8 
= 

Ay 

0 0 

Units of output, Q Units of output, q 

4 FIGURE 9A.2 An Increasing-Cost Industry: External Diseconomies 
In an increasing-cost industry, average cost increases as the industry expands. As demand shifts from D, to D,, price rises from Py to P,. As new 
firms enter and existing firm i ivi i é : 
scence we g s expand output, supply shifts from S, to S,, driving price down. If long-run average costs rise, as a result, to LRAC,, 

the final price will be P,. The long-run industry supply curve (LRIS) slopes up In an increasing-cost industry. 
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~ 

EXTERNAL ECONOMIES AND DISECONOMIES p. 198 
1, When long-run average costs decrease as a result of industry 

growth, we say that the industry exhibits external economies. 
When long-run average costs increase as a result of industry 
growth, we say that the industry exhibits external 
diseconomies. 

average costs fall as the industry expands. It exhibits external 
economies, and its long-run industry supply curve slopes 
downward. An increasing-cost industry is an industry in 
which average costs rise as the industry expands. It exhibits 
external diseconomies, and its long-run industry supply 
curve slopes upward. A constant-cost industry is an industry 
that shows no external economies or diseconomies as the 
industry grows. Its long-run industry supply curve is hori- 

THE LONG-RUN INDUSTRY SUPPLY CURVE p. 19s zontal, or flat. 
2. The long-run industry supply curve (LRIS) is a graph that 

traces out price and total output over time as an industry 
expands. A decreasing-cost industry is an industry in which 

REVIEW TERMS AND CONCEPTS 

constant-cost industry An industry 
that shows no economies or diseconomies of 
scale as the industry grows. Such industries 
have flat, or horizontal, long-run supply 
-curves. p. 200 

external economies and 
diseconomies When industry growth 
results in a decrease of long-run average 
costs, there are external economies; when 
industry growth results in an increase of 
long-run average costs, there are external 
diseconomies. p. 198 

increasing-cost industry An 
industry that encounters external 
diseconomies—that is, average costs increase 
as the industry grows. The long-run supply 
curve for such an industry has a positive 

decreasing-cost industry An slope. p. 200 
industry that realizes external economies— 
that is, average costs decrease as the industry 
grows. The long-run supply curve for such 
an industry has a negative slope. p. 200 

long-run industry supply curve 
(LRIS) A graph that traces out price and 
total output over time as an industry 
expands. p. 200 

| PROBLEMS 
r 

1. In deriving the short-run industry supply curve (the sum of @) A representative firm producing cloth is earning a normal profit 

firms’ marginal cost curves), we assumed that input prices are 

constant because competitive firms are price-takers. This same 

assumption holds in the derivation of the long-run industry 

supply curve. Do you agree or disagree? Explain. 

. Consider an industry that exhibits external diseconomies of 

scale. Suppose that over the next 10 years, demand for that 

industry’s product increases rapidly. Describe in detail the 

adjustments likely to follow. Use diagrams in your answer. 

at a price of $10 per yard. Draw a supply and demand diagram 

showing equilibrium at this price. Assuming that the industry is 

a constant-cost industry, use the diagram to show the long-term 

adjustment of the industry as demand grows over time. Explain 

the adjustment mechanism. 
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Input Demand: 
The Labor and 
Land Markets 

As we have seen, all firms must 
make three decisions: (1) how 

much to produce and supply in 

output markets; (2) how to pro- 

duce that output—that is, which 

technology to use; and (3) how 

much of each input to demand. So 

far, our discussion of firm behavior 

has focused on the first two ques- 

tions. In Chapter 7 through 

Chapter 9, we explained how 

profit-maximizing firms choose 

among alternative technologies 

and decide how much to supply in 

output markets. 
We now turn to the behavior of firms in perfectly competitive input markets, going 

behind input demand curves in much the same way that we went behind output supply 

curves in the previous two chapters. When we look behind input demand curves, we discover 

the exact same set of decisions that we saw when we analyzed output supply curves. In a 

sense, we have already talked about everything covered in this chapter. It is the perspective 

that is new. 

The three main inputs are labor, land, and capital. Transactions in the labor and land mar- 

kets are fairly straightforward. Households supply their labor to firms that demand it in exchange 

“for a salary or a wage. Landowners sell or rent land to others. Capital markets are a bit more com- 

plex but are conceptually very similar. Households supply the resources used for the production 

of capital by saving and giving up present consumption. Savings flow through financial markets 

to firms that use these savings to procure capital to be used in production. Households receive 

interest, dividends, or profits in exchange. This chapter discusses input markets in general, and 

the next chapter focuses on the capital market in detail. Before reading further, it may be helpful 

to refer back to Figure II.1 on p. 107, which outlines the interactions of households and firms in 

the labor and capital markets. 

Input Markets: Basic Concepts 

Before we begin our discussion of input markets, it will be helpful to establish some basic con- 

cepts: derived demand, complementary and substitutable inputs, diminishing returns, and mar- 

ginal revenue product. 

CHAPTER OUTLINE 

Input Markets: Basic 

Concepts p. 203 

Demand for Inputs: A 
Derived Demand 

Inputs: Complementary 

and Substitutable 

Diminishing Returns 

Marginal Revenue Product 

Labor Markets . 206 

A Firm Using Only One 
Variable Factor of 

Production: Labor 

A Firm Employing Two 

Variable Factors of 

Production in the Short 

and Long Run 

Many Labor Markets 

Land Markets p. 212 

Rent and the Value of 
Output Produced on Land 

The Firm’s Profit- 
Maximizing 

Condition in Input 

Markets . 215 

Input Demand 
Curves p. 215 

Shifts in Factor Demand 

Curves 

Resource Allocation 
and the Mix of Output 
in Competitive 

Markets p. 217 

The Distribution of Income 

Looking Ahead 218 
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Demand for Inputs: A Derived Demand 

A firm cannot make a profit unless there is a demand for its product. Households must be willing 

to pay for the firm’s output. The quantity of output that a firm produces (in both the long run 

and the short run) thus depends on the value the market places on the firm’s product. This means 

that demand for inputs depends on the demand for outputs. In other words, input, demand is 

derived demand The derived from output demand. 

demand for resources (inputs) The productivity of an input is the amount of output produced per unit of that input. 

that is dependent on the When a large amount of output is produced per unit of an input, the input is said to exhibit high 

demand for the outputs those productivity. When only a small amount of output is produced per unit of the input, the input is 

resources can be used to said to exhibit low productivity. 
produce. 

poniodaccivity of an Inputs are demanded by a firm if and only if households demand the good or service pro- 

input The amountof duced by that firm. 
\ output produced perunitof = 
\ that input. 
pee Prices in competitive input markets depend on firms’ demand for inputs, households’ sup- 

— ply of inputs, and interaction between the two. In the labor market, for example, households 

must decide whether to work and how much to work. In Chapter 6, we saw that the opportu- 

nity cost of working for a wage is leisure or the value derived from unpaid labor—working in 

the garden, for instance, or raising children] In general, firms will demand workers as long as 

the value of what those workers produce exceeds what they must be paidl [Households will sup- 

ply labor as long as the wage they receive exceeds the value of leisure of the value they derive 

from nonpaid EES 78 

Inputs: Complementary and Substitutable 

Inputs can be complementary or substitutable. Two inputs used together may enhance, or com- 

plement, each other. For example, a new machine is often useless without someone to run it. 

Machines can also be substituted for labor, or—less often—labor can be substituted for 

machines. 

All this means that a_firm’s input demands are tightly linked to one another. An increase or 

decrease in wages naturally causes the demand for labor to change, but it may also have an effect 
on the demand for capital or land. If we are to understand the demand for inputs, therefore, we 

must understand the connections among labor, capital, and land. 
an 

Diminishing Returns 

Recall that the short run is the period during which some fixed factor of production limits a 

firm’s capacity to expand. Under these conditions, the firm that decides to increase output will 
eventually encounter diminishing returns. Stated more formally, a fixed scale of plant means that 
the marginal product of variable inputs eventually declines. 

marginal product of Recall also that marginal product of labor (MP,) is the additional output produced if a 
labor (MP,) The firm hires 1 additional unit of labor. For example, if a firm pays for 400 hours of labor per week— 
additional output produced 10 workers working 40 hours each—and asks one worker to stay an extra hour, the product of the 

\ by 1 additional unit of labor. 40 1st hour is the marginal product of labor for that firm. 

In Chapter 7, we talked at some length about declining marginal product at a sandwich 
shop. The first two columns of Table 10.1 reproduce some of the production data from that 
shop. You may remember that the shop has only one grill, at which only two or three people 
can work comfortably. In this example, the grill is the fixed factor of production in the short 
run. Labor is the variable factor. The first worker can produce 10 sandwiches per hour, and the 
second worker can produce 15 (column 3 of Table 10.1). The second worker can produce more 
because the first worker is busy answering the phone and taking care of customers, as well as 
making sandwiches. After the second worker, however, marginal product declines. The third 
worker adds only 10 sandwiches per hour because the grill gets crowded. The fourth worker 
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can squeeze in quickly while the others are serving or wrapping, but he or she adds only fi 
additional sandwiches each hour, and so on. ree arescen 

In this case, the grill’s capacity ultimately limits output. To see how the firm might make a 
pation choice about how many workers to hire, we need to know more about the value of the 
firm’s product and the cost of labor. 

TABLE 10.1 Marginal Revenue Product per Hour of Labor in Sandwich Production 
(One Grill) 

-@) (5) 
(2) Marginal Product (4) Marginal 

a (1) Total Product of Labor (MP,) Price (P,) Revenue Product 
otal Labor Units — (Sandwiches (Sandwiches (Value Added (MP, x Px) 
(Employees) per Hour) per Hour) per Sandwich)? (per Hour) 

0 0) _ 

1 10 10 $0.50 $5.00 

2 25 1S 0.50 7.50 

2 35 10 0.50 5.00 

4 40 > 0.50 2.50 

it yas 42 2 0.50 1.00 

6 42 0) 0.50 0.00 
had 

“The “price” is essentially profit per sandwich; see discussion in text. 

Marginal Revenue Product 

The marginal revenue product (MRP) of a variable input is the additional revenue a firm [marginal revenue 

earns by employing | additional unit of that input, ceteris paribus. If labor is the variable factor, [product (MRP) The 

for example, hiring an additional unit will lead to added output (the marginal product of labor). additional revenue a firm earns 
The sale of that added output will yield revenue. Marginal revenue product is the revenue pr by employing 1 additional unit 

duced by selling the good or service that is produced by the marginal unit of labor. In a competi- ieee ceteris paribus. x 

tive firm, marginal revenue product is the value of a factor’s marginal product. cal \ 

By using labor as our variable factor, we can state this proposition more formally by saying NS 

that if MP, is the marginal product of labor and Py is the price of output, then the marginal revy- 7 & Q 

enue product of labor is eas Sf av 
J 

MRP, = MP, x Px We yee 

When calculating marginal revenué product, we need to be precise about what is being pro- oS 

duced. A sandwich shop sells sandwiches, but it does not produce the bread, meat, cheese, mus- © 

tard, and mayonnaise that go into the sandwiches. What the shop 1s producing is “sandwich 

cooking and assembly services.” The shop is “adding value” to the meat, bread, and other ingredi- 

ents by preparing and putting them all together in ready-to-eat form. With this in mind, let us 

assume that each finished sandwich in our shop sells for $0.50 over and above the costs of its 

ingredients. Thus, the price of the service the shop is selling is $0.50 per sandwich, and the only 

variable cost of providing that service is that of the labor used to put the sandwiches together. 

Thus, if X is the product of our shop, Py = $0.50. 

Table 10.1, column 5, calculates the marginal revenue product of each worker if the shop 

charges $0.50 per sandwich over and above the costs of its ingredients. The first worker produces 

10 sandwiches per hour, which at $0.50 each, generates revenues of $5.00 per hour. The addition 

of a second worker yields $7.50 an hour in revenues. After the second worker, diminishing 

returns drive MRP, down. The marginal revenue product of the third worker is $5.00 per hour, of 

the fourth worker is only $2.50, and so on. 

Figure 10.1 graphs the data from Table 10.1. Notice that the marginal revenue product 

curve has the same downward slope as the marginal product curve but that MRP is measured. 

in dollars, not units of output. The MRP curve shows the dollar value of labor’s neal 

product. 
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> FIGURE 10.1 

Deriving a Marginal 
Revenue Product Curve 
from Marginal Product 
The marginal revenue product of 

labor is the price of output, P,, 

times the marginal product of 

labor, MP. 
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Labor Markets 
Let us begin our discussion of input markets by discussing a firm that uses only one variable fac- 

tor of production. 

A Firm Using Only One Variable Factor of Production: Labor 
Demand for an input depends on that input’s marginal revenue product and its unit cost, or price. 

The price of labor, for example, is the wage determined in the labor market. (At this point, we are 

continuing to assume that the sandwich shop uses only one variable factor of production—labor. 

Remember that competitive firms are price-takers in both output and input markets. Such firms 

can hire all the labor they want to hire as long as they pay the market wage.) We can think of the 

hourly wage at the sandwich shop as the marginal cost of a unit of labor. A profit-maximizing 

firm will add inputs—in the case of labor, it will hire workers—as long as the marginal revenue 

product of that input exceeds the market price of that input—in the case of labor, the wage. 

Look again at the figures for the sandwich shop in Table 10.1, column 5. Now suppose the 

going wage for sandwich makers is $4 per hour. A profit-maximizing firm would hire three work- 

ers. The first worker would yield $5 per hour in revenue, and the second would yield $7.50; but 

they each would cost only $4 per hour. The third worker would bring in $5 per hour, but still cost 

only $4 in marginal wages. The marginal product of the fourth worker, however, would not bring 
in enough revenue ($2.50) to pay this worker’s salary. Total profit is thus maximized by hiring 
three workers. 



CHAPTER 10 Input Demand: The Labor and Land Markets 207 

Figure 10.2 presents this same concept graphically. The labor market appears in Figure 10.2(a); 
Figure 10.2(b) shows a single firm that employs workers. This firm, incidentally, does not represent 
just the firms in a single industry. Because firms in many different industries demand labor, the rep- 
resentative firm in Figure 10.2(b) represents any firm in any industry that uses labor. 

a. The labor market b. A representative firm 

Wage rate ($) 

MRP, 

0 560,000 

Units of labor Units of labor 

The firm faces a market wage rate of $10. We can think of this as the marginal cost of a unit of 

labor. (Note that we are now discussing the margin in units of labor; in previous chapters, we talked 

about marginal units of output.) Given a wage of $10, how much labor would the firm demand? 
You might think that the firm would hire 100 units, the point at which the difference between 

marginal revenue product and wage rate is greatest. However, the firm is interested in maximizing 

total profit, not marginal profit. Hiring the 101st unit of labor generates $20 in revenue at a cost of 

only $10. Because MRP, is greater than the cost of the input required to produce it, hiring 1 more 

unit of labor adds to profit. This will continue to be true as long as MRP, remains above $10, which 

is all the way to 210 units. At that point, the wage rate is equal to the marginal revenue product of 

labor, or W* = MRP, = 10. The firm will not demand labor beyond 210 units because the cost of 

hiring the 211th unit of labor would be greater than the value of what that unit produces. 

(Recall that the fourth sandwich maker, requiring a wage of $4 per hour, can produce only an 

extra $2.50 an hour in sandwiches.) 

Thus, the curve in Figure 10.2(b) tells us how much labor a firm that uses only one variable 

factor of production will hire at each potential market wage rate. If the market wage falls, the 

quantity of labor demanded will rise. If the market wage rises, the quantity of labor demanded 

will fall. This description should sound familiar to you—it is, in fact, the description of a demand 

curve. Therefore we can now say that when a firm uses only one variable factor of production, 

that factor’s marginal revenue product curve is the firm’s demand curve for that factor in the 

short run. 

Comparing Marginal Revenue and Marginal Cost to Maximize Profits Hy, 

Chapter 8, we saw that a competitive firm’s marginal cost curve is the same as its supply curve 

That is, at any output price, the marginal cost curve determines how much output a profit-maxi- 

mizing firm will produce. We came to this conclusion by comparing the marginal revenue that a 

firm would earn by producing one more unit of output with the marginal cost of producing that 

unit of output. 

There is no difference between the reasoning in Chapter 8 and the reasoning in this chapter. 

The only difference is that what is being measured at the margin has changed. In Chapter 8, the 

firm was comparing the marginal revenues and costs of producing another unit of output. Here the 

firm is comparing the marginal revenues and costs of employing another unit of input. To see this 

similarity, look at Figure 10.3. When the only variable factor of production is labor, the condition 

W = MRP, is the same condition as P = MC. The two statements say exactly the same thing. 

——— 

4 FIGURE 10.2 

Marginal Revenue 

Product and Factor 

Demand for a Firm 

Using One Variable 

Input (Labor) 
A competitive firm using only 
one variable factor of production 
will use that factor as long as its 

marginal revenue product 
exceeds its unit cost. A perfectly 

competitive firm will hire labor 
as long as MRP, is greater than 
the going wage, W*. The hypo- 
thetical firm will demand 
210 units of labor. 
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> FIGURE 10.3 

The Two Profit- 

Maximizing Conditions 

Are Simply Two Views 
of the Same Choice 

Process 

> FIGURE 10.4 

The Trade-Off Facing 

Firms 

Firms weigh the cost of labor as 

reflected in wage rates against 
the value of labor’s marginal 
product. Assume that labor is the 

only variable factor of produc- 

tion. Then, if society values a 

good more than it costs firms to 

hire the workers to produce that 
good, the good will be produced. 

Marginal revenue 
of a unit 
of output Se Output price 

Marginal revenue 
product of a 

unit of 
input (labor) 

¢ Technology Marginal cost Marginal cost 

Input prices »semmaa> of a unit of a unit al i Input prices. | 
of input (labor) of output 

Firms will Firms will 

hire until: produce until: 

MRP, =W @mmme> P= MC 
en ww, 

In both cases, the firm is comparing the cost of production with potential revenues from the 

sale of product at the margin. In Chapter 8, the firm compared the price of output (P, which is 

equal to MR in perfect competition) directly with cost of production (MC), where cost was 

derived from information on factor prices and technology. (Review the derivation of cost curves 

in Chapter 8 if this is unclear.) Here information on output price and technology is contained in 

the marginal revenue product curve, which the firm compares with information on input price to 

determine the optimal level of input to demand. 

The assumption of one variable factor of production makes the trade-off facing firms easy to 

see. Figure 10.4 shows that, in essence, firms weigh the value of labor as reflected in the market 

wage against the value of the product of labor as reflected in the price of output. Assuming that 

labor is the only variable input, if society values a good more than it costs firms to hire the work- 

ers to produce that good, the good will be produced. In general, the same logic also holds for 

more than one input. Firms weigh the value of outputs as reflected in output price against the 
value of inputs as reflected in marginal costs. 

Labor market 

j= 
Product market 

Marginal revenue product 

MP, x Py 

Maximum profit 
7 
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Deriving Input Demands For the small sandwich shop, calculating the marginal product of 
a variable input (labor) and marginal revenue product was easy. Although it may be more complex, 
the decision process is essentially the same for both big corporations and-small proprietorships. 

When an airline hires more flight attendants, for example, it increases the quality of its ser- 
vice to attract more passengers and thus to sell more of its product. In deciding how many flight 
attendants to hire, the airline must figure out how much new revenue the added attendants are 
likely to generate relative to their wages. 

At the sandwich shop, diminishing returns set in at a certain point. The same holds true for 
an airplane. Once a sufficient number of attendants are on a plane, additional attendants add lit- 
tle to the quality of service; and beyond a certain level, they might even give rise to negative mar- 

ginal product. The presence of too many attendants could bother the passengers and make it 

difficult to get to the restrooms. 

In making your own decisions, you also compare marginal gains with input costs in the pres- 

ence of diminishing returns. Suppose you grow vegetables in your yard. First, you save money at 

the supermarket. Second, you can plant what you like, and the vegetables taste better fresh from 

the garden. Third, you simply like to work in the garden. 
Like the sandwich shop and the airline, you also face diminishing returns. You have only 

625 square feet of garden to work with; and with land as a fixed factor in the short run, your mar- 

ginal product will certainly decline. You can work all day every day, but your limited space will 

produce only so many string beans. The first few hours you spend each week watering, fertilizing, 

and dealing with major weed and bug infestations probably have a high marginal product. 

However, after 5 or 6 hours, there is little else you can do to increase yield. Diminishing returns 

also apply to your sense of satisfaction. The farmers’ markets are now full of inexpensive fresh 

produce that tastes nearly as good as yours. Once you have been out in the garden for a few hours, 

the hot sun and hard work start to lose their charm. Although your gardening does not involve a 

salary (unlike the sandwich shop and the airline, which pay out wages), the labor you supply has 

a value that must be weighed. You must weigh the value of additional gardening time against 

leisure and the other options available to you. 

Less labor is likely to be employed as the cost of labor rises. If the competitive labor market 

pushed the daily wage to $6 per hour, the sandwich shop would hire only two workers instead of 

three (Table 10.1). If you suddenly became very busy at school, the opportunity cost of your time 

would rise and you would probably devote fewer hours to gardening. 

There is recently inthe economy an example of what may seem to be an exception to the rule 

that workers will be hired only if the revenues they generate are equal to or greater than their 

wages. Many start-up companies pay salaries to workers before the companies begin to take in 

revenue. This has been particularly true for Internet start-ups in recent years. How does a com- 

pany pay workers if it is not earning any revenue? The answer is that the entrepreneur (or the 1 

venture capital fund supporting the entrepreneur) is betting that the firm will earn substantial 

revenue in the future. Workers are hired because the entrepreneur expects that their current 

efforts will produce future revenue greater than their wage costs. 

A Firm Employing Two Variable Factors of Production in 

the Short and Long Run 

When a firm employs more than one variable factor of production, the analysis of input demand 

becomes more complicated, but the principles stay the same. We shall now consider a firm that 

employs variable capital (K) and labor (L) inputs and thus faces factor prices P, and P,.' (Recall 

that capital refers to plant, equipment, and inventory used in production. We assume that some 

portion of the firm’s capital stock is fixed in the short run, but that some of it is variable—for 

example, some machinery and equipment can be installed quickly.) Our analysis can be applied 

to any two factors of production and can easily be generalized to three or more. It can also be 

applied to the long run, when all factors of production are variable. 

+ 4 
if 1 > 2 La ae 7 > asize oy 7mme 

' The price of labor, P,, is the same as the wage rate, W. We will often use the term P, instead of W to emphasize the symmetry 

between labor and capital. 

209 
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i; factor substitution 

effect The tendency of firms 

to substitute away froma 

factor whose price has risen 

and toward a factor whose 

price has fallen. 

You have seen that inputs can be complementary or substitutable. Land, labor, and capital are 

used together to produce outputs. The worker who uses a shovel digs a bigger hole than another 

worker with no shovel. Add a steam shovel and that worker becomes even more productive. When 

an expanding firm adds to its stock of capital, it raises the productivity of its labor, and vice versa. 

Thus, each factor complements the other. At the same time, though, land, labor, and capital can 

also be substituted for one another. If labor becomes expensive, some labor-saving technology— 

robotics, for example—may take its place. 

In firms employing just one variable factor of production, a change in the price of that 

factor affects only the demand for the factor itself. When more than one factor can vary, how- 

ever, we must consider the impact of a change in oné factor price on the demand for other fac- 

tors as well. 

Substitution and Output Effects of a Change in Factor Price Table 10.2 pre- 
sents data on a hypothetical firm that employs variable capital and labor. Suppose that the 

firm faces a choice between two available technologies of production—technique A, which is 

capital intensive, and technique B, which is labor intensive. When the market price of labor is 

$1 per unit and the market price of capital is $1 per unit, the labor-intensive method of pro- 

ducing output is less costly. Each unit costs only $13 to produce using technique B, while the 

unit cost of production using technique A is $15. If the price of labor rises to $2, however, 

technique B is no longer less costly. Labor has become more expensive relative to capital. The 

unit cost rises to $23 for labor-intensive technique B, but to only $20 for capital-intensive 

technique A. 

TABLE 10.2 Response of a Firm to an Increasing Wage Rate 

Unit Cost if Unit Cost if 
Input Requirements P91 P, = $2 
per Unit of Output P= St P-= $i 

Technology K Je (P, x L) + (Px x K) (P, x L) + (P, XK) 

A (capital intensive) 10 5 $15 $20 

B (labor intensive) 3 10 $13 $23 

Table 10.3 shows the impact of such an increase in the price of labor,on both capital and 

labor demand when a firm produces 100 units of output. When the price ofabor is $1 and the 

price of capital is $1, the firm chooses technique B and demands 300 units of capital and 

1,000 units of labor. Total variable cost is $1,300. An increase in the price of labor to $2 causes the 

firm 99 switch from technique B to technique A. In doing so, the firm substitutes capital for labor. 
The amount of labor demanded drops from 1,000 to 500 units. The amount of capital demanded 
increases from 300 to 1,000 units, while total variable cost increases to $2,000. 

The tendency of firms to substitute away from a factor whose relative price has risen and 
toward a factor whose relative price has fallen is called the factor substitution effect. The fac- 
tor substitution effect is part of the reason that input demand curves slope downward. When an 
input, or factor of production, becomes less expensive, firms tend to substitute it for other factors 
and thus buy more of it. When a particular input becomes more expensive, firms tend to substi- 
tute other factors and buy less of it. 

TABLE 10.3. The Substitution Effect of an Increase in Wages on a Firm Producing 
100 Units of Output 

To Produce 100 Units of Output 

Total Capital Total Labor Total 
Demanded Demanded Variable Cost 

When P, = $1, Py = $1, 300 1,000 $1,300 
firm uses technology B 

When P, = $2, Py = $1, 1,000 500 $2,000 
firm uses technology A 
ee eeeSSSSSSSSSSSSSSSSSSSSMSsssFesesesese 
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ECONOMICS IN PRACTICE 

Julia Roberts: Theater or the Movies? 
In 2006, Julia Roberts starred in a live 

performance of Three days of Rain ina 

New York theater. Her pay per week 

was reported to be $35,000, and the 

play ran for 12 weeks—hardly a small 

sum and well above the average pay 

earned by Broadway actors, but far 

below her pay for movies. In 1999, 

Roberts earned $15 million for her 

performance in Notting Hill. How do 

we understand these differences? 

In the example in the text, we 

described the way in which marginal 

revenue product could be calculated in a sandwich shop. There we could look at the number 

of sandwiches that were made in an hour and find the profits from those sandwiches. How do 

we think about the MRP of Julia Roberts in film and theater? 

A good place to begin is to think about the source of revenues in films versus live theater. For 

theater, revenues come from the number of patrons in the seats multiplied by the average price 

for the ticket. Roberts is paid a great deal relative to an unknown actress because the producer 

believes that Roberts will draw more patrons to the theater. For theaters, once a show is 

launched, virtually all costs are fixed. No matter how many or how few people are in the seats for 

a given performance, the producers have to pay the facility costs and the costs of the actors. So 

an approximate value for Roberts’ MRP is the average ticket price multiplied by the added tick- 

ets the producer thinks he will sell because of Roberts’ performance. Roberts’ $35,000 weekly 

salary is about $34,000 more than that of a lesser known actor. Given an average New York City 

ticket price of $100, producers must think Roberts can bring in 340 more patrons in a given 

week than they would otherwise draw (340 x $100). On average, a moderately successful play 

sells 5,000 tickets in a given week, spread over eight performances, and has some empty seats. So 

expecting 340 more in incremental sales seems quite reasonable. Indeed, one review of the play 

was titled “Enough Said about Three Days of Rain! Let’s Talk Julia Roberts” (New York Times, 

April 20, 2006). 

What about the $15 million for the movie? Movies take approximately three months to 

shoot. So the $15 million works out to over $1 million per week. Why is Roberts worth 

$1 million-plus per week to a movie producer but only $35,000 per week to the theater? 

The answer is in the much larger revenue potential for the movie. Looking first at the 

movie sales, how much is Roberts worth? The average price of a movie ticket is $10. An 

ingenue in a big film might earn $500,000. [s it likely that Roberts will bring 1.45 million 

{($15,000,000 — $500,000)/$10] more patrons to the movie over the lifetime of the movie 

than a lesser star would? In fact, over 30 million people saw Notting Hill, with revenues of 

$363 million. So expecting 1.45 million more people as a result of Roberts’ role does not 

seem unreasonable. If we count DVD sales, Roberts’ potential MRP goes up further. 

We see in this example that Roberts’ MRP depends not only on her talent but also on the 

way that talent is used by employers—in the same way the MRP of the sandwich shop 

employee depended on conditions at the shop (p. 209). 

The firm described in Table 10.2 and Table 10.3 continued to produce 100 units of output 

after the wage rate doubled. An increase in the price of a production factor, however, also 

means an increase in the costs of production. Notice that total variable cost increased from 

$1,300 to $2,000. When a firm faces higher costs, it is likely to produce less in the short run. 

When a firm decides to decrease output, its demand for all factors declines—including, of 
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output effect of a factor 
price increase 
(decrease) Whena firm 

decreases (increases) its output 

in response to a factor price 

increase (decrease), this 

decreases (increases) its 

demand for all factors. 

demand-determined 

price The price of a good 

that is in fixed supply; it is 

determined exclusively by what 

households and firms are 

willing to pay for the good. 

pure rent The return to 

any factor of production that is 

in fixed supply. 

course, the factor whose price increased in the first place. This is called the output effect of a 

factor price increase. 

A decrease in the price of a factor of production, in contrast, means lower costs of produc- 

tion. If their output price remains unchanged, firms will increase output. This, in turn, means 

that demand for all factors of production will increase. This is the output effect of a factor 

price decrease. 

The output effect helps explain why input demand curves slope downward. Output effects 

and factor substitution effects work in the same direction. Consider, for example, a decline in the 

wage rate. Lower wages mean that a firm will substitute labor for capital and other inputs. Stated 

somewhat differently, the factor substitution effect leads to an increase in the quantity of labor 

demanded. Lower wages mean lower costs, and lower costs lead to more output. This increase in 

output means that the firm will hire more of all factors of production, including labor. This is the 

output effect of a factor price decrease. Notice that both effects lead to an increase in the quantity 

demanded for labor when the wage rate falls. 

Many Labor Markets 
Although Figure 10.1 depicts “the labor market,” many labor markets exist. There is a market for 

baseball players, for carpenters, for chemists, for college professors, and for unskilled workers. Still 

other markets exist for taxi drivers, assembly-line workers, secretaries, and corporate executives. 

Each market has a set of skills associated with it and a supply of people with the requisite skills. If 

labor markets are competitive, the wages in those markets are determined by the interaction of 

supply and demand. As we have seen, firms will hire additional workers only as long as the value 

of their product exceeds the relevant market wage. This is true in all competitive labor markets. 

Land Markets 
Unlike labor and capital, land has a special feature that we have not yet considered: It is in strictly 

fixed (perfectly inelastic) supply in total. The only real questions about land thus center around 
how much it is worth and how it will be used. 

Because land is fixed in supply, we say that its price is demand determined. In other words, 

the price of land is determined exclusively by what households and firms are willing to pay for it. 
The return to any factor of production in fixed supply is called a pure rent. _ 

Thinking of the price of land as demand determined can be confusing because all land is not 

the same. Some land is clearly more valuable than other land. What lies behind these differences? 

As with any other factor of production, land will presumably be sold or rented to the user who is 

willing to pay the most for it. The value of land to a potential user may depend on the character- 

istics of the land or on its location. For example, more fertile land should produce more farm 
products per acre and thus command a higher price than less fertile land. A piece of property 
located at the intersection of two highways may be of great value as a site for a gas station because 
of the volume of traffic that passes the intersection daily. 

A numerical example may help to clarify our discussion. Consider the potential uses of a cor- 
ner lot in a suburb of Kansas City. Alan wants to build a clothing store on the lot. He anticipates 
that he can earn economic profits of $10,000 per year because of the land’s excellent location. 
Bella, another person interested in buying the corner lot, believes that she can earn $35,000 per 
year in economic profit if she builds a pharmacy there. Because of the higher profit that she expects 
to earn, Bella will be able to outbid Alan; and the landowner will sell (or rent) to the highest bidder. 

Because location is often the key to profits, landowners are frequently able to “squeeze” their 
renters. One of the most popular locations in the Boston area, for example, is Harvard Square. 
There are dozens of restaurants in and around the square, and most of them are full a good deal 
of the time. Despite this seeming success, most Harvard Square restaurant owners are not getting 
rich. Why? Because they must pay very high rents on the location of their restaurants. A substan- 
tial portion of each restaurant’s revenues goes to rent the land that (by virtue of its scarcity) is the 
key to unlocking those same revenues. 
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Although Figure 10.5 shows that the supply of land is perfectly inelastic (a vertical line), the 
supply of land in a given use may not be perfectly inelastic or fixed. Think, for example, about 
farmland available for housing developments. As a city’s population grows, housing developers 
find themselves willing to pay more for land. As land becomes more valuable for development, 
some farmers sell out; and the supply of land available for development increases. This analysis 
would lead us to draw an upward-sloping supply curve (not a perfectly inelastic supply curve) for 
land in the land-for-development category. 

Nonetheless, our major point—that land earns a pure rent—is still valid. The supply of land 

of a given quality at a given location is truly fixed in supply. Its value is determined exclusively by 
the amount that the highest bidder is willing to pay for it. Because land cannot be reproduced, 
supply is perfectly inelastic. 

Supply 

Rent per acre 

Demand 

Land in acres 

Rent and the Value of Output Produced on Land 

Because the price of land is demand determined, rent depends on what the potential users of the 

land are willing to pay for it. As we have seen, land will end up being used by whoever is willing to 

pay the most for it. What determines this willingness to pay? Let us now connect our discussion 

of land markets with our earlier discussions of factor markets in general. 

As our example of two potential users bidding for a plot of land shows, the bids depend on 

the land’s potential for profit. Alan’s plan would generate $10,000 a year; Bella’s would generate 

$35,000 a year. Nevertheless, these profits do not just materialize. Instead, they come from pro- 

ducing and selling an output that is valuable to households. Land in a popular downtown loca- 

tion is expensive because of what can be produced on it. Note that land is needed as an input into 

the production of nearly all goods and services. A restaurant located next to a popular theater 

can charge a premium price because it has a relatively captive clientele. The restaurant must pro- 

duce a quality product to stay in business, but the location alone provides a substantial profit 

opportunity. 

It should come as no surprise that the demand for land follows the same rules as the 

demand for inputs in general. A profit-maximizing firm will employ an additional factor of 

production as long as its marginal revenue product exceeds its market price. For example, a 

profit-maximizing firm will hire labor as long as the revenue earned from selling labor's prod- 

uct is sufficient to cover the cost of hiring additional labor—which for perfectly competitive 

firms, equals the wage rate. The same thing is true for land. A firm will pay for and use land as 

long as the revenue earned from selling the product produced on that land is sufficient to cover 

the price of the land. Stated in equation form, the firm will use land up to the point at which 

MRP, =P, where A is land (acres). 

— 

4 FIGURE 10.5 

The Rent on Land Is 

Demand Determined 

Because land in general (and 
each parcel in particular) is in 
fixed supply, its price is demand 
determined. Graphically, a fixed 
supply is represented by a verti- 

cal, perfectly inelastic supply 

curve. Rent, Ry, depends exclu- 

sively on demand—what people 

are willing to pay. 
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ECONOMICS IN PRACTICE 

Time Is Money: European High-Speed 
Trains 
In the past few years, many parts of Europe have 

invested in high-speed trains. In the article that fol- 

lows, we see the way in which these trains increase 

land value. The rise in land value following the intro- 

duction of high-speed trains is another example of 

the importance of the opportunity cost of time. As 

train speeds increase, the time cost of living far from 

one’s workplace decreases; the natural result is an 

increased willingness to live far from one’s workplace 

and thus an increase in outlying land values. 

High-Speed Rail Give Short-Haul Air a Run for the Money in 
Europe, With More Flexible Travel, Greater Comfort, Lower 

Environmental Impact 

Travel Industry News - 

While air travelers put up with longer delays, cancelled flights and tedious security 
procedures, and drivers face rising gas prices and ever-increasing congestion, life 

keeps getting easier for passengers on Europe’s expanding network of high-speed 
trains. The latest developments and the far-reaching benefits of high-speed European 

train travel were the topics of a press conference, “High-speed trains: Changing the 

European Experience” held in New York today. Speakers included: CEO of the French 
National Railroads (SNCF), Guillaume Pepy; Commercial Director of the Eurostar 

train, Nicholas Mercer; and High-Speed Director of the Paris-based International 
Railway Association (UIC), Inaki Barron. Rail Europe—North America’s leading seller of 

European rail travel—was the host of the conference. 

Traveling at speed of 150 mph or higher (compared to regular trains pond 100 mph or 

less), high-speed trains currently run on 3,034 miles of track in 10 European countries. By 

2010, another 1,711 miles are scheduled to be in operation, and there are plans beyond 

that to add on average 346 miles each year through 2020, according to the UIC’s Barron. 
High-speed trains not only benefit travelers and the environment, they also boost the 

economies of communities served. In France, they call it the “TGV effect”—increases in 
property values, rents/real estate prices and number of jobs/businesses in towns in or 
near high-speed rail lines. 

Real estate prices in Avignon rose more than 30% in the first three years following the 

launch of TGV Mediterranean. In Vendome, near the TGV Atlantique line (Paris-Tours in 

the Loire region) real estate prices went up 50% in five years. 

Source: Travel Industry Wire, March 24, 2008. 

Just as the demand curve for labor reflects the value of labor’s product as determined in out- 
put markets, so the demand for land depends on the value of land’s product in output markets. 
The profitability of the restaurant located next to the theater results from the fact that the meals 

oduced there command a price in the marketplace. 
The allocation of a given plot of land among competing uses thus depends on the trade-off 

between competing products that can be produced there. Agricultural land becomes developed when 
its value in producing housing or manufactured goods (or providing space for a minimall) exceeds 
its value in producing crops. A corner lot in Kansas City becomes the site of a pharmacy instead of a 
clothing store because the people in that neighborhood have a greater need for a pharmacy. 
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One final word about land: Because land cannot be moved physically, the value of any one 
parcel depends to a large extent on the uses to which adjoining parcels are put. A factory belching 
‘acrid smoke will probably reduce the value of adjoining land, while a new highway that increases 
accessibility may enhance it. 

The Firm’s Profit-Maximizing Condition in 

Input Markets 
Thus far, we have discussed the labor and land markets in some detail. Although we will put off a 
detailed discussion of capital until the next chapter, it is now possible to generalize about compet- 

itive demand for factors of production. Every firm has an incentive to use variable inputs as long 

as the revenue generated by those inputs covers the costs of those inputs at the margin. More for- 

mally, firms will employ each input up to the point that its price equals its marginal revenue 

product. This condition holds for all factors at all levels of output. 

The profit-maximizing condition for the perfectly competitive firm is 

P,; = MRP; = (MP, X_ Px) 

Pr MRPx (MPx x Py) 

P, = MRP, = (MP, X Py) 

where L is labor, K is capital, A is land (acres), X is output, and P, is the price of that output. 
— 5 pee MINE! 2) 24 er See 

When all these conditions are met, the firm will be using the optimal, or least costly, combina- 

tion of inputs. If all the conditions hold at the same time, it is possible to rewrite them another way: 

Pr Px Bar 2x [ye SS Sees 

Your intuition tells you much the same thing that these equations do: The marginal product of 

the last dollar spent on labor must be equal to the marginal product of the last dollar spent on 

capital, which must be equal to the marginal product of the last dollar spent on land, and so on. 

If this was not the case, the firm could produce more with less and reduce cost. Suppose, for 

example, that MP,/P, > MP,/P,. In this situation, the firm can produce more output by shifting 

dollars out of capital and into labor. Hiring more labor drives down the marginal product of 

labor, and using less capital increases the marginal product of capital. This means that the ratios 

come back to equality as the firm shifts out of capital and into labor. 

So far, we have used very general terms to discuss the nature of input demand by firms in compet- 

itive markets, where input prices and output prices are taken as given. The most important point is 

that demand for a factor depends on the value that the market places on its marginal product.? The rest 

of this chapter explores the forces that determine the shapes and positions of input demand curves. 

Input Demand Curves 
In Chapter 5, we considered the factors that influence the responsiveness, or elasticity, of output 

demand curves. We have not yet talked about input demand curves in any detail, however, so we 

now need to say more about what lies behind them. 

Shifts in Factor Demand Curves 

Factor (input) demand curves are derived from information on technology—that is, production 

functions—and output price (see Figure 10.4 on p. 208). A change in the demand for outputs, a 

change in the quantity of complementary or substitutable inputs, changes in the prices of othe 

2 If you worked through the Appendix to Chapter 7, you saw this same condition derived graphically from an isocost/isoquant 

diagram. Note: MP,/P, = MPx/P,x > MP, /MPx = P,/Px. 

215 



216 PARTII The Market System: Choices Made by Households and Firms 

inputs, and technological change all can cause factor demand curves to shift. These shifts in 

demand are important because they directly affect the allocation of resources among alternative 

uses as well as the level and distribution of income. 

The Demand for Outputs A firm will demand an input as long as its marginal revenue 

product exceeds its market price. Marginal revenue product, which in perfect competition is 

equal to a factor’s marginal product times the price of output, is the value of the factor’s mar- 

ginal product: 

MRP, = MP, x Py 

The amount that a firm is willing to pay for a factor of production depends directly on the 

value of the things the firm produces. It follows that if product demand increases, product price 

will rise and marginal revenue product (factor demand) will increase—the MRP curve will shift 

to the right. If product demand declines, product price will fall and marginal revenue product 

(factor demand) will decrease—the MRP curve will shift to the left. 

Go back and raise the price of sandwiches from $0.50 to $1.00 in the sandwich shop example 

exainined in Table 10.1 on p. 205 to see that this is so. 
To the extent that any input is used intensively in the production of some product, changes 

in the demand for that product cause factor demand curves to shift and the prices of those inputs 

to change. Land prices are a good example. Forty years ago, the area in Manhattan along the west 

side of Central Park from about 80th Street north was a run-down neighborhood full of aban- 

doned houses. The value of land there was virtually zero. During the mid-1980s, increased 

demand for housing caused rents to hit record levels. Some single-room apartments, for example, 

rented for as much as $1,400 per month. With the higher price of output (rent), input prices 

increased substantially. By 2008, small one bedroom apartments on 80th Street and Central Park 

West sold for well over $500,000, and the value of the land figures very importantly in these 

prices. In essence, a shift in demand for an output (housing in the area) pushed up the marginal 

revenue product of land from zero to very high levels. 

The Quantity of Complementary and Substitutable Inputs In our discussion 
thus far, we have kept coming back to the fact that factors of production complement one 

another. The productivity of, and thus the demand for, any one factor of production depends on 
the quality and quantity of the other factors with which it works. z 

The effect of capital accumulation on wages is one of the most important themes in all of 

economics. In general, the production and use of capital enhances the productivity of labor and 

normally increases the demand for labor and drives up wages. Consider as an example transporta- 

tion. In a poor country such as Bangladesh, one person with an ox cart can move a small load over 

bad roads very slowly. By contrast, the stock of capital used by workers in the transportation industry 

in the United States is enormous. A truck driver in the United States works with a substantial amount 

of capital. The typical 18-wheel tractor trailer, for example, is a piece of capital worth over $100,000. 
The roads themselves are capital that was put in place by the government. The amount of material 
that a single driver can move between distant points in a short time is staggering relative to what it was 
just 50 years ago. 

The Prices of Other Inputs When a firm has a choice among alternative technologies, 
the choice it makes depends to some extent on relative input prices. You saw in Table 10.2 and 
Table 10.3 on p. 210 that an increase in the price of labor substantially increased the demand for 
capital as the firm switched to a more capital-intensive production technique. 

During the 1970s, the large increase in energy prices relative to prices of other factors of pro- 
duction had a number of effects on the demand for those other inputs. Insulation of new build- 
ings, installation of more efficient heating plants, and similar efforts substantially raised the 
demand for capital as capital was substituted for energy in production. It has also been argued that 
the energy crisis led to an increase in demand for labor. If capital and energy are complementary 
inputs—that is, if technologies that are capital-intensive are also energy-intensive—the argument 
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goes, the higher energy prices tended to push firms away from capital-intensive techniques toward 
more labor-intensive techniques. A new highly automated technique, for example, might need 
fewer workers, but it would also require a vast amount of electricity to operate. High electricity 
prices could lead a firm to reject the new techniques and stick with an old, more labor-intensive 
method of production. 

Technological Change Closely related to the impact of capital accumulation on factor 
demand is the potential impact of technological change—that is, the introduction of new 

methods of production or new products. New technologies usually introduce ways to produce 

outputs with fewer inputs by increasing the productivity of existing inputs or by raising marginal 
products. Because marginal revenue product reflects productivity, increases in productivity 

directly shift input demand curves. If the marginal product of labor rises, for example, the 

demand for labor shifts to the right (increases). Technological change can and does have a pow- 
erful influence on factor demands. As new products and new techniques of production are born, 

so are demands for new inputs and new skills. As old products become obsolete, so do the labor 
skills and other inputs needed to produce them. 

Resource Allocation and the Mix of Output 

in Competitive Markets 
We now have a complete, but simplified picture of household and firm decision making. We have 

also examined some of the basic forces that determine the allocation of resources and the mix of 

output in perfectly competitive markets. 

In this competitive environment, profit-maximizing firms make three fundamental deci- 

sions: (1) how much to produce and supply in output markets, (2) how to produce (which tech- 

nology to use), and (3) how much of each input to demand. Chapters 7 through 9 looked at these 

three decisions from the perspective of the output market. We derived the supply curve of a com- 

petitive firm in the short run and discussed output market adjustment in the long run. Deriving 

cost curves, we learned, involves evaluating and choosing among alternative technologies. Finally, 

we saw how 4 firm’s decision about how much product to supply in output markets implicitly 

determines input demands. Input demands, we argued, are also derived demands. That is, they 

are ultimately linked to the demand for output. 

To show the connection between output and input markets, this chapter took these same 

three decisions and examined them from the perspective of input markets. Firms hire up to the 

point at which each input’s marginal revenue product is equal to its price. 

The Distribution of Income 

In the last few chapters, we have been focusing primarily on the firm. Throughout our study of 

microeconomics, we have also been building a theory that explains the distribution of income 

among households. We can now put the pieces of this puzzle together. 

As we saw in this chapter, income is earned by households as payment for the factors of pro- 

duction that household members supply in input markets. Workers receive wages in exchange for 

their labor, owners of capital receive profits and interest in exchange for supplying capital (sav- 

ing), and landowners receive rents in exchange for the use of their land. The incomes of workers 

depend on the wage rates determined in the market. The incomes of capital owners depend on 

the market price of capital (the amount households are paid for the use of their savings). The 

incomes of landowners depend on the rental values of their land. 

If markets are competitive, the equilibrium price of each input is equal to its marginal rev- 

enue product (W* = MRP,, and so on). In other words, at equilibrium, each factor ends up 

receiving rewards determined by its productivity as measured by marginal revenue product. This 

is referred to as the marginal productivity theory of income distribution. We will turn to a 

more complete analysis of income distribution in Chapter 18. 

technological change 

The introduction of new 
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Looking Ahead 
We have now completed our discussion of competitive labor and land markets. The next chapter 

takes up the complexity of what we have been loosely calling the “capital market.” There we dis- 

cuss the relationship between the market for physical capital and financial capital markets and 

look at some of the ways that firms make investment decisions. Once we examine the nature of 

overall competitive equilibrium in Chapter 12, we can finally begin relaxing some of the assump- 

tions that have restricted the scope of our inquiry—most importantly, the assumption of perfect 

competition in input and output markets. 

1. The same set of decisions that lies behind output supply 

curves also lies behind input demand curves. Only the per- 

spective is different. 

INPUT MARKETS: BASIC CONCEPTS ». 203 

2. Demand for inputs depends on demand for the outputs that 
they produce; input demand is thus a derived demand. 
Productivity is a measure of the amount of output produced 
per unit of input. 

3. In general, firms will demand workers as long as the value of 
what those workers produce exceeds what they must be 
paid. Households will supply labor as long as the wage 
exceeds the value of leisure or the value that they derive 
from nonpaid work. 

4, Inputs are at the same time complementary and 

substitutable. 

5. In the short run, some factor of production is fixed. This 
means that all firms encounter diminishing returns in the 
short run. Stated somewhat differently, diminishing returns 
means that all firms encounter declining marginal product 
in the short run. 

6. The marginal revenue product (MRP) of a variable input is 
the additional revenue a firm earns by employing one addi- 
tional unit of the input, ceteris paribus. MRP is equal to the 
input’s marginal product times the price of output. 

LABOR MARKETS p. 206 

7. Demand for an input depends on that input’s marginal rev- 
enue product. Profit-maximizing perfectly competitive firms 
will buy an input (for example, hire labor) up to the point 
where the input’s marginal revenue product equals its price. 
For a firm employing only one variable factor of production, 
the MRP curve is the firm’s demand curve for that factor in 
the short run. 

8. For a perfectly competitive firm employing one variable fac- 
tor of production, labor, the condition W = MRP, is exactly 
the same as the condition P = MC. Firms weigh the value of 
outputs as reflected in output price against the value of 
inputs as reflected in marginal costs. 

9. When a firm employs two variable factors of production, a 

change in factor price has both a factor substitution effect and 
an output effect. 

10. A wage increase may lead a firm to substitute capital for 
labor and thus cause the quantity demanded of labor to 
decline. This is the factor substitution effect of the wage 

increase. 

11. A wage increase increases cost, and higher cost may lead to 
lower output and less demand for all inputs, including labor. 
This is the output effect of the wage increase. The effect is the 

opposite for a wage decrease. 

LAND MARKETS p. 212 

12. Because land is in strictly fixed supply, its price is demand 
determined—that is, its price is determined exclusively by 
what households and firms are willing to pay for it. The return 
to any factor of production in fixed supply is called a pure 
rent. A firm will pay for and use land as long as the revenue 
earned from selling the product produced on that land is suf- 
ficient to cover the price of the land. The firm will use land up 
to the point at which MRP, = P,,, wheré A is land (acres). 

n 

THE FIRM’S PROFIT-MAXIMIZING CONDITION IN 
INPUT MARKETS ». 21s 

13. Every firm has an incentive to use variable inputs as long as 

the revenue generated by those inputs covers the costs of 
those inputs at the margin. Therefore, firms will employ 
each input up to the point that its price equals its marginal 
revenue product. This profit-maximizing condition holds 
for all factors at all levels of output. 

INPUT DEMAND CURVES ». 215 

14. A shift in a firm’s demand curve for a factor of production 
can be influenced by the demand for the firm’s product, the 
quantity of complementary and substitutable inputs, the 
prices of other inputs, and changes in technology. 

RESOURCE ALLOCATION AND THE MIX OF OUTPUT 
IN COMPETITIVE MARKETS ». 217 

15. Because the price of a factor at equilibrium in competitive 
markets is equal to its marginal revenue product, the distri- 
bution of income among households depends in part on 
the relative productivity of factors. This is the marginal 
productivity theory of income distribution. 



CHAPTER 10 Input Demand: The Labor and Land Markets 219 

——— REVIEW TERMS AND CONCEPTS ————— 
~ 

demand-determined price, p. 212 

derived demand, p. 204 

factor substitution effect, p. 210 

marginal product of labor (MP, ), p. 204 

marginal revenue product (MRP), p. 205 pure rent, p. 212 

output effect of a factor price increase technological change, p. 217 
(decrease), p. 212 Equations: 

roductivity of an input, p. 204 = P Y put, p MRP, = MP, Xx Py 

marginal productivity theory of income 
distribution, p. 217 

Visit www.myeconlab.com to complete the problems marked in orange online. You will receive ae 

instant feedback on your answers, tutorial help, and access to additional practice problems. fi\yeconlab 

Bi In September 2007, average weekly earnings of production 

workers were $603. A decade earlier they were $437. All else 

equal, such an increase in wages would be expected to reduce 

the demand for labor and employment should fall. Instead, the 

quantity demanded for labor has increased dramatically with 

more than 14.8 million jobs being created between 1997 and 

2007. How can you explain this seeming discrepancy? 

Assume that a firm that manufactures widgets can produce 

them with one of three processes used alone or in combination. 

The following table indicates the amounts of capital and labor 

required by each of the three processes to produce one widget. 

UNITS OF LABOR UNITS OF CAPITAL 

Process 1 

Process 2 

pep we Process 3 

1 

Z 

Zz 

a. Assuming capital costs $3 per unit and labor costs $1 per 

unit, which process will be employed? 

b. Plot the three points on the firm’s TVC curve corresponding 

to q = 10, q = 30, and q = 50. 

c. At each of the three output levels, how much K and L will be 

demanded? 

d. Repeat parts a. through c. assuming the price of capital is 

$3 per unit and the price of labor has risen to $4 per unit. 

3. During the two decades leading up to the new millennium, wage 

inequality in the United States increased substantially. That is, 

high-income workers saw their salaries increase substantially while 

wages of lower-income workers stagnated or even fell. Using the 

logic of marginal revenue product, give an explanation for this 

change in the distribution of income. In your explanation, you 

may want to consider the rise of the high-technology, high-skill 

sector and the decline of industries requiring low-skill labor. 

The following schedule shows the technology of production at 

the Delicious Apple Orchard for 2006: 

TOTAL BUSHELS 

WORKERS OF APPLES PER DAY 

0 0 

1 40 

2 70 

3 90 

4 100 

S 105 

6 102 

If apples sell for $2 per bushel and workers can be hired in a 

competitive labor market for $30 per day, how many workers 

should be hired? What if workers unionized and the wage rose 

to $50? (Hint: Create marginal product and marginal revenue 

product columns for the table.) Explain your answers clearly. 

The following graph is the production function for a firm using 

only one variable factor of production, labor. 

a. Graph the marginal product of labor for the firm as a func- 

tion of the number of labor units hired. 
b. Assuming the price of output, Py, is equal to $6, graph the 

firm’s marginal revenue product schedule as a function of 

the number of labor units hired. 
c. If the current equilibrium wage rate is $4 per hour, how 

many hours of labor will you hire? How much output will 

you produce? 

Total product (output) 

0 100 200 300 

Units of labor (hours) 

@ Describe how each of the following events would affect 

(1) demand for construction workers and (2) construction wages 

in Portland, Oregon. Illustrate with supply and demand curves. 

a. A sharp increase in interest rates on new-home mortgages 

reduces the demand for new houses substantially. 

b. The economy of the area booms. Office rents rise, creating 

demand for new office space. 

c. A change in the tax laws in 2008 made real estate develop- 

ments more profitable. As a result, three major developers 

start planning to build major shopping centers. 

The demand for land is a derived demand. Think of a popular 

location near your school. What determines the demand for 

land in that area? What outputs are sold by businesses located 
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there? Discuss the relationship between land prices and the a. Fill in all the blanks in the table. 

prices of those products. b. Verify that MRP, for this firm can be calculated in two ways: 

(1) change in TR from adding another worker and (2) MP, 

times the price of output. 

c. If this firm must pay a wage rate of $40 per worker per day, 

how many workers should it hire? Briefly explain why. 

d. Suppose the wage rate rises to $50 per worker. How many 

workers should be hired now? Why? 

©] Doug’s farm in Idaho has four major fields that he uses to grow €- Supp ose the Hn Aap Seen us gone seus 
oe put at each level of employment and the price of shirts 

pocstoes le Pouca ty OF Cae anes remains at $3. What is the effect of this new technology on 

MP, and on MRP;? At a wage of $50, how many workers 

should the firm hire now? 

8. Many states provide firms with an “investment tax credit” that 

effectively reduces the price of capital. In theory, these credits 

are designed to stimulate new investment and thus create jobs. 

Critics have argued that if there are strong factor substitution 

effects, these subsidies could reduce employment in the state. 
Explain their arguments. 

ANNUAL YIELD, HUNDREDS OF POUNDS 

Field 1 10,000 _ 
Field 2 8,000 [Related to Economics in Practice on p. 211] At some colleges, 

Field 3 5,000 the highest paid member of she faculty is the football coach. 

Field 4 3,000 How would you explain this? 

[Related to Economics in Practice on p. 214] In Orlando, 
Assume that each field 1S the same size and that the variable Florida, the land value went up dramatically when Disney built 

costs of farming are $25,000 per year per field. The variable its theme park there. How do you explain this land price 
costs cover labor and machinery time, which is rented. Doug increase? 

must decide each year how many fields to plant. In 2006, potato = 
& @UaF firm, MRP, = $50 and MRP, = $100 while P, = $10 

farmers received $6.35 per 100 pounds. How many fields did pas cere mat ee aR Are 
—= and P, = $20. 2 * = . 

Doug plant? Explain. By 2008, the price of potatoes had fallen to a. Is the frermaxiniing promis? Why-orwhy net 

$4.50 per 100 pounds. How will this price decrease change ; : ; : é , 

“Doug’s decision? How will it affect his demand for labor? How “ aa) ocean Scones ee ee 

will it affect the value of Doug’s land? 

10. Assume that you are living in a house with two other people and 
that the house has a big lawn that must be mowed. One of your *Note: Problems marked with an asterisk are more challenging. 

roommates, who dislikes working outdoors, suggests hiring a 

neighbor’s daughter to mow the grass for $40 per week instead 

of sharing the work and doing it yourselves. How would you go 

about deciding who will mow the lawn? What factors would you 

raise in deciding? What are the trade-offs here? 

@B Consider the following information for a T-shirt manufacturing 

firm that can sell as many T-shirts as it wants for $3 per shirt. 
= . SS eee 

NUMBER OF NUMBER OF SHIRTS 
WORKERS PRODUCED PERDAY MP, TR MRP, . 

0 0 
1 30 

2 80 

3 110 
4 135 

5 es 20 = - 
6 170 

7 = = = 30 
8 15 



Input Demand: The 
Capital Market and the 

Investment Decision 

We saw in Chapter 10 that per- 

fectly competitive firms hire fac- 

tors of production (inputs) up to 

the point at which each factor’s 

marginal revenue product is equal 

to that factor’s price. The three 

main factors of production are 

land, labor, and capital. We also 

saw that factor prices are deter- 

mined by the interaction of supply 

and demand in the factor markets. 

The wage rate is determined in the 

labor market, the price of land is 

determined in the land market, 
and the price of capital is determined in the capital market. 

In Chapter 10, we explored the labor and land markets in some detail. In this chapter, we 

consider the capital market more fully. Transactions between households and firms in the labor 

and land markets are direct. In the labor market, households offer their labor directly to firms in 

exchange for wages. In the land market, landowners rent or sell their land directly to firms in 

exchange for rent or an agreed-to price. In the capital market, though, households often indirectly 

supply the financial resources necessary for firms to purchase capital. When households save and 

add funds to their bank accounts, for example, firms can borrow those funds from the bank to 

finance their capital purchases. 

In Chapter 9 we discussed the incentives new firms have to enter industries in which profit 

opportunities exist and the incentives that existing firms have to leave industries in which they 

are suffering losses. We also described the conditions under which existing firms have an incen- 

tive either to expand or to reduce their scales of operation. That chapter was in a preliminary way 

describing the process of capital allocation. When new firms enter an industry or an existing firm 

expands, someone pays to put capital (plant, equipment, and inventory) in place. Because the 

future is uncertain, capital investment decisions always involve risk. In market capitalist systems, 

the decision to put capital to use in a particular enterprise is made by private citizens putting 

their savings at risk in search of private gain. This chapter describes the set of institutions 

through which such transactions take place. 

Capital, Investment, and Depreciation 

Before we proceed with our analysis of the capital market, we need to review some basic eco- 

nomic principles and introduce some related concepts. 

Capital 

One of the most important concepts in all of economics is the concept of capital. Capital goods 

are those goods produced by the economic system that are used as inputs to produce other goods 

and services in the future. Capital goods thus yield valuable productive services over time. 

CHAPTER OUTLINE 

Capital, Investment, 
and Depreciation ». 221 

Capital 

Investment and 
Depreciation 

The Capital 
Market ». 224 

Capital Income: Interest 
and Profits 

Financial Markets in Action 

Mortgages and the 
Mortgage Market 

Capital Accumulation and 

Allocation 

The Demand for New 
Capital and the 
Investment 
Decision p. 229 

Forming Expectations 

Comparing Costs and 
Expected Return 

A Final Word on 
Capital p. 234 

Appendix: Calculating 
Present Value p. 236 

capital Those goods 

produced by the economic 

system that are used as inputs 

to produce other goods and 

services in the future. 

221 
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physical, or tangible, 

capital Material things 

used as inputs in the 

production of future goods 

and services. The major 

categories of physical capital 

are nonresidential structures, 

durable equipment, residential 

structures, and inventories. 

social capital, or 

infrastructure Capital 

that provides services to the 

public. Most social capital 
takes the form of public works 

* (roads and bridges) and public 

services (police and fire 

protection). 

| intangible capital 

Nonmaterial things that 

\ contribute to the output of 

future goods and services. 

“human capital A form of 

intangible capital that includes 

the skills and other knowledge 

that workers have or acquire 

through education and training 

and that yields valuable services 

to a firm over time. 

Tangible Capital When we think of capital, we generally think of the physical, material capital 

employed by firms. The major categories of physical, or tangible, capital are (1) nonresidential 

structures (for example, office buildings, power plants, factories, shopping centers, warehouses, and 

docks) (2) durable equipment (for example, machines, trucks, sandwich grills, and automobiles), 

(3) residential structures, and (4) inventories of inputs and outputs that firms have in stock. 

Most firms need tangible capital, along with labor and land, to produce their products. A 

restaurant’s capital requirements include a kitchen, ovens and grills, tables and chairs, silverware, 

dishes, and light fixtures. These items must be purchased up front and maintained if the restau- 

rant is to function properly. A manufacturing firm must have a plant, specialized machinery, 

trucks, and inventories of parts. A winery needs casks, vats, piping, temperature-control equip- 

iment, and cooking and bottling machinery. 

The capital stock of a retail pharmacy is made up mostly of inventories. Pharmacies do not 

produce the aspirin, vitamins, and toothbrushes that they sell. Instead, they buy those items from 

manufacturers and put them on display. The product actually produced and sold by a pharmacy is 

convenience. Like any other product, convenience is produced with labor and capital in the form 

of a store with many products, or inventory, displayed on the sales floor and kept in storerooms. 

The inventories of inputs and outputs that manufacturing firms maintain are also capital. To 

function smoothly and meet the demands of buyers, for example, the Ford Motor Company 

maintains inventories of both auto parts (tires, windshields, and so on) and completed cars. 

An apartment building is also capital. Produced by the economic system, it yields valuable 

services over time and it is used as an input to produce housing services, which are rented. 

Social Capital: Infrastructure Some physical or tangible capital is owned by the public 
instead of by private firms. Social capital, sometimes called infrastructure, is capital that pro- 

vides services to the public. Most social capital takes the form of public works such as highways, 

roads, bridges, mass transit systems, and sewer and water systems. Police stations, fire stations, 

city halls, courthouses, and police cars are all forms of social capital that are used as inputs to pro- 

duce the services that government provides. 

All firms use some forms of social capital in producing their outputs. Recent economic 

research has shown that a country’s infrastructure plays a very important role in helping private 

firms produce their products efficiently. When public capital is not properly cared for—for 

example, when roads deteriorate or when airports are not modernized to accommodate increas- 

ing traffic—private firms that depend on efficient transportation networks suffer. 

Intangible Capital Not all capital is physical. Some things that are intangible (nonmater- 
ial) satisfy every part of our definition of capital. When a firm invests in advertising to establish a 

brand name, it is producing a form of intangible capital called goodwill. This goodwill yields 
valuable services to the firm over time. 

When a firm establishes a training program for employees, it is investing in its workers’ skills. 

We can think of such an investment as the production of an intangible form of capital called 
human capital. It is produced with labor (instructors) and capital (classrooms, computers, pro- 
jectors, and books). Human capital in the form of new or augmented skills is an input—it will 
yield valuable productive services for the firm in the future. 

When research produces valuable results, such as a new production process that reduces 
costs or a new formula that creates a new product, the new technology can be considered capital. 
Furthermore, even ideas can be patented and the rights to them can be sold. 

A large number of “new economy” start-up technology companies have responded to the 
growth of the Internet. These dot-com and e-commerce companies generally start with limited 
capital, and most of that capital is in the skills and knowledge of their employees: human capital. 

The Time Dimension The most important dimension of capital is the fact that it exists 
through time. Labor services are used at the time they are provided. Households consume services 
and nondurable goods! almost immediately after purchase. However, capital exists now and into 
the future. The value of capital is only as great as the value of the services it will render over time. 

' Consumer goods are generally divided into two categories: durables and nondurables. Technically, durable goods are goods 
expected to last for more than 1 year. Nondurable goods are goods expected to last less than 1 year. 
* Conceptually, consumer durable goods such as automobiles, washing machines, and the like are capital. They are produced 
they yield services over time, and households use them as inputs to produce services such as transportation and clean Eanene 
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Measuring Capital Labor is measured in hours, and land is measured in square feet or 
acres. Because capital comes in so many forms, it is virtually impossible to measure it directly in 
physical terms. The indirect measure generally used is current market value. The measure of a 
firm’s capital stock is the current market value of its plant, equipment, inventories, and intangi- 
ble assets. By using value as a measuring stick, business managers, accountants, and economists 
can, in a sense, add buildings, barges, and bulldozers into a measure of total capital. 

Capital is measured as a stock value. That is, it is measured at a point in time. The capital 
stock of the XYZ Corporation on July 31, 2007, is $3,453,231. Accordin g to Department of 
Commerce estimates, the capital stock of the U.S. economy in 2006 was about $40.6 trillion. Of 
that amount, $17.1 trillion was residential structures, $8.7 trillion was owned by the government 
(for example, aircraft carriers), and $5.0 trillion was equipment and software.’ 

Although it is measured in terms of money, or value, it is very important to think of the 
actual capital stock. When we speak of capital, we refer not to money or to financial assets such 

as bonds and stocks, but instead to the firm’s physical plant, equipment, inventory, and intan- 
gible assets. 

—T) 

~~ 

Investment and Depreciation 
Recall the difference between stock and flow measures discussed in earlier chapters. Stock measures 

are valued at a particular point in time, whereas flow measures are valued over a period of time. 

The easiest way to think of the difference between a stock and a flow is to think about a tub of 

water. The volume of water in the tub is measured at a point in time and is a stock. The amount of 

water that flows into the tub per hour and the amount of water that evaporates out of the tub per 

day are flow measures. Flow measures have meaning only when the time dimension is added. 

Water flowing into the tub at a rate of 5 gallons per hour is very different from water flowing at a 

rate of 5 gallons per year. 
Capital stocks are affected over time by two flows: investment and depreciation. When a firm 

produces or puts in place new capital—a new piece of equipment, for example—it has invested. 

Investment is a flow that increases the stock of capital. Because it has a time dimension, we 

speak of investment per period (by the month, quarter, or year). 
As you proceed, keep in mind that the term investing is not used in economics to describe the 

act of buying a share of stock or a bond. Although people commonly use the term this way (“I 

invested in some Union Carbide stock” or “he invested in Treasury bonds”), the term investment 

when used correctly refers only to an increase in capital. > eee 

Table 11.1 presents data On private investment in the U. S. economy in 2007. About half of the 

total was equipment and software. Almost all the rest was investment in structures, both residen- 

tial (apartment buildings, condominiums, houses, and so on) and nonresidential (factories, shop- 

ping malls, and so on). Inventory investment was small. Column 3 looks at private investment as a 

percent of gross domestic product (GDP), a measure of the total output of the economy. 

TABLE 11.1. Private Investment in the U.S. Economy, 2007 

GDP = $13,841.3 billion 

As a Percentage 
Billions of of Total Gross Asa Percentage 

Current Dollars Investment of GDP 

Nonresidential structures 472.1 Dione, 3.4 

Equipment and software 1,009.7 Aree 7.3 

Change in private inventories 2.9 0.1 0.0 

Residential structures 640.7 30.2 4.6 

Total gross private investment 2125.4 100.0 6) 

— depreciation ssi leila 0020 Ont 

Net investment = 

TG 34.2 oy 
gross investment — depreciation 

Source: U.S. Department of Commerce, Bureau of Economic Analysis. 

3 U.S. Department of Commerce, Bureau of Economic Analysis, Survey of Current Business, September 2007. 
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time (a stock), investment Is 
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depreciation The decline 

in an asset’s economic value 

over time. 

capital market The 

market in which households 

supply their savings to firms 
that demand funds to buy 

capital goods. 

$ 
gy 

Envy dunt by firms > Dimed = 

weer 
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Depreciation is the decline in an asset’s (resource’s) economic value over time. If you have 

ever owned a car, you are aware that its resale value falls with age. Suppose you bought a new 

Toyota Prius for $30,500 and you decide to sell it 2 years and 25,000 miles later. Checking the 

newspaper and talking to several dealers, you find out that, given its condition and mileage, you 

can expect to get $22,000 for it. It has depreciated $8,500 ($30,500 — $22,000). Table 11.1 shows 

that in 2007, private depreciation in the U.S. economy was $1,398.7 billion. 

A capital asset can depreciate because it i e it becomes obsolete. 

Take, for example, a computer control system in a factory. If a new, technologically superior system 

does the same job for half the price, the old system may be replaced even if it still functions well. 

The Prius depreciated because of wear and tear and because new models had become available. 

The Capital Market 
Where does capital come from? How and why is it produced? How much and what kinds of cap- 

ital are produced? Who pays for it? These questions are answered in the complex set of institu- 

tions in which households supply their savings to firms that demand funds to buy capital goods. 

Collectively, these institutions are called the capital market. 

— Although governments and households make some capital investment decisions, most deci- 

Sions to pretuce new capital goods—that is, to invest—are made by firms. However, a firm can- 

not invest unless it has the funds to do so. Although firms can invest in many ways, it is always 

the case that the funds that firms use to buy capital goods come, directly or indirectly, from 

households. When a household decides not to consume a portion of its income, it saves. 

vestment by firms is the de ital. Saving by hous is the su capital. 

Various financial institutions facilitate the transfer of households’ savings to firms that use them 
for capital investment. 

Let us use a simple example to see how the system works. Suppose some firm wants to pur- 

chase a machine that costs $1,000 and some household decides at the same time to save $1,000 

from its income. Figure 11.1 shows one way that the household’s decision to save might connect 
with the firm’s decision to invest. 

Lends $1,000 Saves $1,000 : 
eT, 

Capital market 

ao Aan ata Issues $1,000 bond (financial markets) |) Issues $1,000 bond sl 
i a ae Es Ss : 

Firms Households 

y, 
4 

Qo, SS % & y a 

NO As OS %& Buys aw 
so ye $1,000 machine bran 

= & 

S 

Capital stock Net worth 
increases $1,000 increases $1,000 
ena ae 

4 FIGURE 11.1 $1,000 in Savings Becomes $1,000 of Investment 

Either directly or through a financial intermediary (such as a bank), the household agrees to 
loan its savings to the firm. In exchange, the firm contracts to pay the household interest at some 
agreed-to rate each period. Interest is the fee paid by a borrower to a lender or by a bank to a 
depositor for the use of funds. The interest rate is that fee paid annually, and it is expressed as a 
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-5 Although we are focusing on investment by businesses, households can an 

percentage of the loan or deposit. If the household lends directly to the firm, the firm gives the 
household a bond, which is nothing more than a contract promising to repay the loan at some 
specific time in the future. The bond also specifies the flow of interest to-be paid in the meantime. 

The new saving adds to the household’s stock of wealth. The household’s net worth has 
increased by the $1,000, which it holds in the form of a bond.‘ The bond represents the firm’s 
promise to repay the $1,000 at some future date with interest. The firm uses the $1,000 to buy a 
new $1,000 machine, which it adds to its capital stock. In essence, the household has supplied the 
capital demanded by the firm. It is almost as if the household bought the machine and rented it 
to the firm for an annual fee. Presumably, this investment will generate added revenues that will 
facilitate the payment of interest to the household. In general, projects are undertaken as long as 
the revenues likely to be realized from the investment are sufficient to cover the interest payments 
to the household. 

Sometimes the transfer of household savings through the capital market into investment 

occurs without a financial intermediary. An entrepreneur is one who organizes, manages, and 

assumes the risk of a new firm. When entrepreneurs start a new business by buying capital with 

their own savings, they are both demanding capital and supplying the resources (that is, their sav- 

ings) needed to purchase that capital. No third party is involved in the transaction. Most invest- 
ment, however, is accomplished with the help of financial intermediaries (third parties such as 

banks, insurance companies, and pension funds) that stand between the supplier (saver) and the 

demander (investing firm). The part of the capital market in which savers and investors interact 

through intermediaries is often called the financial capital market. 

0 

et 
It should now be clear to you how capital markets fit into the circular flow: They facilitate the \ 

. 

Capital Income: Interest and Profits 

movement of household savings into the most productive investment projects. When households _ } 

allow their savings to be used to purchase capital, they receive payments; and these payments 

(along with wages and salaries) are part of household incomes. Income that is earned on savings 

that have been put to use through financial capital markets is called capital income. Capital 

income is received by households in many forms, the two most important of which are interest 

and profits. Saag 
<< 

‘S whest — yrs T Lem pren ope Sia 

Interest The most common form of capital income received by households is interest. In 

simplest terms, interest is the payment made for the use of money. Banks pay interest to depos- 

itors, whose deposits are loaned out to businesses or individuals who want to make investments.° 

Banks also charge interest to those who borrow money. Corporations pay interest to households 

that buy their bonds. The government borrows money by issuing bonds, and the buyers of those 

bonds receive interest payments. 

The interest rate is almost always expressed as an annual rate. It is the annual interest pay- 

ment expressed as a percentage of the loan or deposit. For example, a $1,000 bond (representing 

a $1,000 loan from a household to a firm) that carries a fixed 10 percent interest rate will pay the 

household $100 per year ($1,000 x .10) in interest. A savings account that carries a 5 percent 

rates of interest on savings accounts and certificates of deposit. 

A loan’s interest rate depends on a number of factors. A loan that involves more risk will gen- 

erally pay a higher interest rate than aloan with less risk. Similarly, firms that are considered bad 

4 Note that the act of saving increases the household’s wealth, not the act of buying the bond. Buying the bond simply transforms 

a bond). The household could simply have held on to the money. 
one financial asset (money) into another ( 

r¢ 

d do make investments also. The most important 

form of household investment is the construction of a new house, usually financed by borrowing in the form of a mortgage. A 

household may also borrow to finance the purchase of an existing house; but when it does so, no new investment is taking place. 
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bond A contract between a 

borrower and a lender, in 

which the borrower agrees to 

pay the loan at-sommetime in 
the future, along with interest 

payments along the way. = 
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credit risks will pay higher interest rates than firms with good credit ratings. You have probably 

heard radio or TV advertisements by finance companies offering to loan money to borrowers 

“regardless of credit history.” This means that they will loan to people or businesses that pose a 

relatively high risk of defaulting, or not paying off the loan. What they do not tell you is that the 

interest rate will be quite high. 

It is generally agreed that the safest borrower is the U-S-gevernment. With the “full faith and 

credit” of the U.S. government pledged to buyers of U.S. Treasury bonds and bills, most people 

believe that there is little risk that the government will not repay its loans. For this reason, the U.S. 

government can borrow money at a lower interest rate than any other borrower. 

Pro » pl woe of fw 
Profits Profits is another word for the net income of a firm: revenue minus costs of produc- 

tion. Some fifms are owned by individuals or partners who sell their products for more than it 

costs to produce them. The profits of proprietors or partnerships generally go directly to the owner 

or owners who run the firm. Corporations are firms owned by shareholders who usually are not | 

otherwise connected with the firms. Corporations are organized and chartered under state laws | 

that grant limited liability status to their owners or shareholders. Essentially, that means that share- 

holders cannot lose more than they have invested if the company incurs liabilities it cannot pay. 

seals poe Viok share of common stock is a certificate that represents the ownership of a share of a busi- 
pe Gt ae almost always a corporation. For example, Lincoln Electric is a Cleveland-based company 

sens ea that makes welding and cutting equipment. The company has 41 million shares of common stock 

— that are owned by tens of thousands of shareholders, some of whom are private individuals, some 

of whom are institutions such as Carlton College, and some of whom may be employees of the 

firm. Shareholders are entitled to a share of the company’s profit. When profits are paid directly 

Phe a phn ; to shareholders, the payment is called a dividend. Lincoln Electric made a profit of $54 million in 

(wt ' & a recent year, which was $1.31 per share, of which $0.43 was paid out to shareholders as dividends 

and the rest retained for investment.® 

dw Na = ree gee? In discussing profit, it is important to distinguish between profit as defined by generally 

accepting accounting practices and economic profits as we defined them in Chapter 7. Recall that 

rf ie uth, +4 our definition of profit is total revenue minus total cost, where total cost includes the normal rate 

Dae ie mia y of return on capital. We defined profit this way because true economic cost includes the opportu- 

dae nity cost of capital. = i 
Suppose, for example, that I decide to open a candy store that requires an initial investment 

of $100,000. If I borrow the $100,000 from a bank, I am not making a profit until I cover the | 

e interest payments on my loan. Even if I use my own savings or raise the funds I need by selling 
58 shares in my business, I am not making a profit until I cover the opportunity cost of using those 

? 2 Sean t bak of funds to start my business. Because I always have the option of lending my funds at the current 
aoole § market interest rate, I earn a profit only when myy total revenue is large enough to cover my total 

cost, including the forgone interest revenue I could make from lending my funds at the current 
market interest rate. 

As another example, suppose the Kauai Lamp Company was started in 2006 and 100 percent 
of the $1 million needed to start up the company (to buy the plant and equipment) was raised by 
selling shares of stock. Now suppose the company earns $200,000 per year, all of which is paid out 
to shareholders. Because $200,000 is 20 percent of the company’s total capital stock, the share- 
holders are earning a rate of return of 20 percent; but only part of the $200,000 is profit. Ifthe 
market interest rate is 11 percent, 11 percent of $1 million ($110,000) will be_part-ofthe cost of 
capital. The shareholders are earning a profit of only $90,000 given our definition of profit. 
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Functions of Interest and Profit Capital income serves several functions. First, inter-- 
est may function as an incentive to postpone gratification. When you save, you pass up the 
chance to buy things that you want right now. One view of interest holds that it is the reward for 
postponing consumption. 

° Shares of common stock are traded openly on private stock exchanges or markets. Most of the billions of shares traded every 
day are one shareholder selling shares to another. When shares are first issued, the proceeds are used to buy capital or to “buy » 

a out” the entrepreneurs who started the firm. ere 
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Second, profit serves as a reward for innovation and risk taking. Every year Forbes magazine 
publishes ichest people in the United States, and virtually every major fortune 
listed~there is traceable to the founding of some business enterprise that “made it big.” In recent 
years, big winners have included retail stores (the Walton family of Wal-Mart), high-tech companies 
(Bill Gates of Microsoft and Michael Dell of Dell), and a real estate empire (the Pritzker family). 

Tat tot innovation and risk taking are the essence ofthe U.S. free enter- 

prise See enter eace oe core of economic growth and progress, More efficient produe- 
tion techniques mean that the resources saved can be used to produce new things. There is 
another side to this story, however: Critics of the free enterprise system claim that such large 
rewards are not justified and that accumulations of great wealth and power are not in society’s 
best interests. 

Financial Markets in Action 

| When a firm issues a fixed-interest-rate bond, it borrows funds and pays interest at an agreed-to 

rate to the person or institution that buys the bond. Many other mechanisms, four of which are 

(iostate in Figure 11.2, also channel household savings into investment projects. 

= ol rte Ai Sad Aut Lh uh esto GD 
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DOL uw Financial Markets Link 

Household Saving and 

Investment by Firms 

Financial Markets 

Banks— 

Saving 
Venture capital funds 

Retained earnings 

Stockmarket 

in Atlanta 

Case A: Business Loans As I look around my hometown, I see several ice cream stores 

doing very well; but I think that I can make better ice cream than they do. To go into the busi- 

ness, I need capital: ice cream-making equipment, tables, chairs, freezers, signs, and a store. 

Because I put up my house as collateral, I am not a big risk; so the bank grants me a loan at a 

fairly reasonable interest rate. Banks have these funds to lend only because households deposit 

their savings there. 

Case B: Venture Capital A scientist at a leading university develops an inexpensive 

method of producing a very important family of virus-fighting drugs, using microorganisms cre- 

ated through gene splicing. The business could very well fail within 12 months; but if it succeeds, 

the potential for profit is huge. 
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Our scientist goes to a ventur financing. Such funds take household ; savings 

and put them into high-risk ventures in exchange f of the rofitsif the new businesses 

succeed. By investing in many different projects, the funds reduce the risk of going broke. Once 

again, household funds make it possible for firms to undertake investments. If a venture succeeds, 

those owning shares in the venture capital fund receive substantial profits. 

Case C: Retained Earnings General Motors Corporation (GM) decides that it wants to 

build a new assembly plant in Tennessee, and it discovers that it has enough funds to pay for the 

new facility. The new investment is thus paid for through internal funds, or retained earnings. 

The result is the same as if the firm had gone to households via some financial intermediary 

and borrowed the funds. IfGM uses its profits to buy new capital, it does so onl with the share- 

holders’ implicit consent. When a firm takes its own profit and uses it to buy capital assets instead 

“Of paying it out to its shareholders, the total value of the firm goes up, as does the value of the 

shares held by stockholders. As in our other examples, GM capital stock increases and so does the 

net worth of households. 
When a household owns a share of stock that appreciates, or increases in value, the apprecia- 

tion is part of the household’s income. Unless the household sells the stock and consumes the 

gain, that gain is part of saving. In essence, when a firm retains earnings for investment purposes, 

it is actually saving on behalf of its shareholders. 
OO Sa ee ea SE, ee 

Case D: The Stock Market A former high-ranking government official decides to start a 
new peanut-processing business in Atlanta; he also decides to raise the funds needed by issuing 

shares of stock. Households buy the shares with income that they decide not to spend. In 

exchange, they are entitled to a share of the peanut firm’s profits. 

The shares of stock become part of households’ net worth. The proceeds from stock sales are 

used ‘to buy plant equipment and inventory. Savings flow into investment, and the firm’s capital 

stock goes up by the same amount as household net wort————__ ese la 

Es enh shck gob ep Sys aa Paolo A RYw> an és eee Sawdns w 

Mortgages and the Mortgage Market Me vadwrk: 

Most real estate in the United States is financed by mortgages. A mortgage, like a bond, is a 

contract in which the borrower promises to repay the lender in the future. Mortgages are 

backed by real estate. When a household buys a home, it usually borrowsmost of the money 

by signing a mortgage in which it agrees to repay the money with interest often over as long 

as 30 years. While in recent years all kinds of exotic payment schemes have complicated the 

mortgage market, the most common form of mortgage is the 30-year fixed rate mortgage. 

Almost all mortgage loans require a monthly payment. As an example, a home financed with 
a 30-year fixed rate mortgage loan of $250,000 at 6.4 percent will face a monthly payment of 
$1,563.76. If the borrower pays that amount each month for 30 years, he or she will have paid 
off the loan while paying interest at a rate of 6.4 percent on the unpaid balance each month. 
The total value of the homes owned by owner-occupants in the United States was about 
$21 trillion in 2007. The total mortgage debt owed by households was about $10 trillion. 

Until the last decade, most mortgage loans were made by banks and savings and loans. The 
lenders used depositors’ money to make the loans, and the signed promissory notes were kept by 
the lenders who collected the payment every month. 

Recently, the mortgage market changed dramatically and became more complicated. Most 
mortgages are now written by mortgage brokers or mortgage bankers who immediately sell the 
mortgages to a secondary market. The secondary market is run by quasi-governmental agencies 
such as Fannie Mae and Freddie Mac and large investment banks. Loans in this market are 
“securitized,” which means that the mortgage documents are pooled and then mortgage-backed 
securities are sold to investors who want to take different degrees of risk. 
. The risk of owning mortgages is primarily the risk that the borrower will default on the 

) bligation. When default occurs, the house may be taken through foreclosure, a procedure in 
which the lender takes possession of the borrower’s house and sells it to get back at least some of 
the amount that the lender is owed. 
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In 2007, the mortgage market was hit by a dramatic increase in the number of defaults 
and foreclosures. Lenders lost billions of dollars, and hundreds of thousands of homes went 
into foreclosure. The reasons were that home prices began falling for the first time in ) La 

uN 
d years and that a large number of loans were made to buyers who could not make the require 

payments. 

Capital Accumulation and Allocation 
You can see from the preceding examples that various, and sometimes complex, connections 
between households and firms facilitate the movement of savings into productive investment. 
The methods may differ, but the results are the same. 

Think again about Colleen and Bill, whom we discussed in Chapter 2. They found them- 
selves alone on a deserted island. They had to make choices about how to allocate available 
resources, including their time. By spending long hours working on a house or a boat, Colleen 
and Bill are saving and investing. First, they are using resources that could be used to produce 

more immediate rewards—they could gather more food or simply lie in the sun and relax. 

Second, they are applying those resources to the production of capital and capital accumulation. 
Industrialized or agrarian, small or large, simple or complex, all societies exist through time 

and must allocate resources over time. In simple societies, investment and saving decisions are 
made by the same people. However: 

In modern industrial societies, investment decisions (capital production decisions) are 

made primarily by firms. Househotds decide how much to save; and in the long run, sav- 
ings limit or constrain the amount of investment that firms can undertake. The capital 

market exists to direct savings into profitable investment projects. - 

The Demand for New Capital and the 

Investment Decision 
We saw in Chapter 9 that firms have an incentive to expand in industries that earn positive 

profits—that is, a rate of return above normal—and in industries in which economies of scale 

lead to lower average costs at higher levels of output. We also saw that positive profits in an indus- 

try stimulate the entry of new firms. The expansion of existing firms and the creation of new 

firms both involve investment in new capital. a 

Even when there are no profits in an industry, firms must still do some investing. First, ae 

equipment wears out and must be replaced if the firm is to stay in business. Second, firms are Si 

constantly changing. A new technology may become available, sales patterns may shift, or the erie : 

firm may expand or contract its product line. eo ee Cree 

With these points in mind, we now turn to a discussion of the investment decision Vu S . : a 
. Me . . . . 

/, 

process within the individual firm. In the end, we will see (just as we did in Chapter 10) that_a we gh ra . 

perfectly competitive firm invests in capital up to the pointat which the marginal revenue Nes y 

product of capital is equal to the price of capital. (Because we based much of our discussion % e 

in Chapter 10 on the assumption of perfect competition, it makes sense to continue doing so Y 

here. Keep in mind, though, that much of what we say also applies to firms that are not per- & we 2 

fectly competitive. ) aw Nes \ € 
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We have already said that the most important dimension of capital is time. Capital produces 

useful services over some period of time. In building an office tower, a developer makes an 

investment that will be around for decades. In deciding where to build a branch plant, a man- 

ufacturing firm commits a large amount of resources to purchase capital that will be in place 

for a long time. 
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It is important to remember, though, that capital goods do not begin to ield be until 

they are used. Often the decision to build a building or purchase a piece of equipment must be 

made years before the actual project is completed. Although the acquisition of a small business 

computer may take only days, the planning process for downtown development projects n big 

U.S. cities has been known to take decades. 

The Expected Benefits of Investments Decision makers must have expectations 

about what is going to happen in the future. A new plant will be very valuable—that is, it will 

produce much profit—if the market for a firm’s product grows and the price of that product 

remains high. The same plant will be worth little if the economy goes into a slump or con- 

sumers grow tired of the firm’s product. An office tower may turn out to be an excellent invest- 

ment, but not if many new office buildings go up at the same time, flooding the office space 

market, pushing up the vacancy rate, and driving down rents. Thee esvuen ne ae 

that the potential investor evaluate the expected flow of future productive services that an 

investment projectowall yield. 
Remember that households, firms, and governments all undertake investments. A household 

must evaluate the future services that a new roof will yield. A firm must evaluate the flow of 

future revenues that a new plant will generate. Governments must estimate how much benefit 

society will derive from a new bridge or a war memorial. 
An official of the General Electric Corporation (GE) once described the difficulty involved 

in making such predictions. GE subscribes to a number of different economic forecasting ser- 

vices. In the early 1980s, those services provided the firm with 10-year predictions of new hous- 

ing construction that ranged from a low of 400,000 new units per year to a high of 4 million 

new units per year. Because GE sells millions of household appliances to contractors building 

new houses, condominiums, and apartments, the forecast was critical. If GE decided that the 

high number was more accurate, it would need to spend billions of dollars on new plant and 

equipment to prepare for the extra demand. If GE decided that the low number was more accu- 

rate, it would need to begin closing several of its larger plants and disinvesting. In fact, GE took 

the middle road. It assumed that housing production would be between 1.5 and 2 million 

units—which, in fact, it was. 

GE is not an exception. All firms must rely on forecasts to make sensible investment and pro- 

duction decisions, but forecasting is an inexact science because so much depends on events that 
cannot be foreseen. 

“—— Many believe that the Internet and the rise of e-commerce have bru ht revolutionar y 8 y 

* 

change to the world economy and created “a new economy.” There is a great deal of uncer- 

tainty about where the information age is headed, and this makes expectations all the more 

important and volatile. A great deal of capital was allocated to thousands and thousands of 

new technology companies in the 1990s. Many of those firms failed during the dot.com crash 

of 2000-2003. Only time will tell which technology companies will finally bear fruit for 
investors. 

The Expected Costs of Investments The benefits of any i ent project take the 
form of future profits. These profits must be forecast, but costs must also be evaluated. Like 
households, firms have access to financial markets, both as borrowers and as lenders. If a firm 
borrows, it must pay interest over time. If it lends, it will earn interest. If the firm borrows to 
finance a project, the interest on the loan is part of the cost of the project. 

Even if a project is financed with the firm’s own fund instead of through borrowing, an 
\_ opportunity cost is involved. A thousand dollars put into a capital investment project will gener- 

ate an expected flow of future profit; the same $1,000 put into the financial market (in essence, 
loaned to another firm) will yield a flow of interest payments. The project will not be undertaken 
unless it is expected to yield more than the market interest rate. The cost of an investment project 
may thus be direct or indirect because the ability SE eee that 
there is an opportunity cost associated with every investment project. The evaluation process thus 
involves not only estimating future benefits but also comparing them with the possible alterna- 
tive uses of the funds required to undertake the project. At a minimum, those funds could earn 
interest in financial markets. 

| 
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ECONOMICS IN PRACTICE 

What Makes Venture Capital Green? 
_ For new and risky firms, the capital needed to grow 

is something provided by venture capitalists rather StO-ETN ioe 
than either banks or the stock market. Venture capi- 
talists typically are willing to take more risks than a eS a a Ss 
bank, but expect higher returns when things go well. 4S OO na) 
The article below describes the new excitement that energy eiiidient motorpart 
some venture capitalists have evidenced for “green” 

business, environmentally sustainable, and clean 

energy firms. What has fueled this enthusiasm? As ¥ailtatomevelaal 

with any other investment, venture capitalists look to 

profit potential. Here, some predict that rising fuel prices on the one hand and growing govern- 

ment subsidies for green products on the other hand will produce high profits for this sector. 

} 
| 

Venture Capital Goes Big for Green 

The Kiplinger Letter 

For choosy investors, there’s still time to hop on the “green” bandwagon. 

For venture capitalists nowadays it’s all about green—green companies, that is. Seed 

money for environmental and clean energy firms is on course to double this year to $3 bil- 

lion after more than doubling in 2006. Green investments will account for over $1 out of 

every $10 in venture capital investments, while green initial public offerings will surpass last 
year’s $1.2 billion, which was more than triple the $370 million raised in IPOs in 2005. 

The torrid pace brings back memories of the dot-com boom, when investors threw 

cash at anything even remotely related to the Internet, whether it was making money or 

not. The numbers tell the story: In 1997, investors put $2.5 billion into Internet start- 

ups. In 2000, investments ballooned to $43.7 billion. 

But there’s really no comparison. This time, investors are focused on firms with 

proven profit potential. In addition, green companies will draw sustained support from 

long-term trends: rising fuel prices, declines in renewable resources such as oil and nat- 

ural gas and the need to reduce global warming and worldwide pollution. Government 

subsidies for environmentally friendly firms are also likely to increase, giving a boost to 

the bottom lines of green companies for the near future. 

Of course, not all green companies will be winners. Some may be betting too heav- 

ily on companies that are already expensive, especially these based on solar and biofuel 

energy technologies. Out of 1500 green-related start-ups last year, 930 were in the 

energy sector. Several energy-related firms have flopped since their market debuts, 

prompting others in this category to delay their planned IPOs this year. 

Less chancy options include air, water and waste management technologies. Some 

companies pushing devices that purify and monitor impurities in air and water, as well 

as ones that desalinate or convert waste to usable fuels, have been overlooked. The 

waste segment now receives just 4% of venture capital dollars. 

Source: By Matthew Mogul, Associate Editor, The Kiplinger Letter, June 7, 2007. 

expected rate of 

return The annual rate of Comparing Costs and Expected Return 

Once expectations have been formed, firms must quantify them—that is, they must assign some __ return that a firm expects to 

dollars-and-cents value to them. One way to quantify expectations 1s to calculate an expected obtain through a capital 

rate of return on the investment project. For example, if a new computer network that costs 

a ; 
\ 

investment. 
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$400,000 is likely to save $100,000 per year in data processing costs forever after, the expected rate 

of return on that investment is 25 percent per year. Each year the firm will save $100,000 as a result 

of the $400,000 investment. The expected rate of return will be less than 25 percent if the com- J 

puter network wears out or becomes obsolete after a while and the cost saving ceases. The expected 

rate of return on an investment project depends on the price of the investment, the expected 

length of time the project provides additional cost savings or revenue, and the expected amount of 

revenue attributable each year to the project. 

Table 11.2 presents a menu of investment choices and expected rates of return that a hypo- 

thetical firm faces. Because expected rates of return are based on forecasts of future profits 
attributable to the investments, any change in expectations would change all the numbers in 

column 2. 

TABLE 11.2 Potential Investment Projects and Expected Rates of Return fora 
Hypothetical Firm, Based on Forecasts of Future Profits Attributable to 
the Investment 

(1) (2) 
Total Investment Expected Rate of 

Project (Dollars) Return (Percent) 

A. New computer network 400,000 25 

B. New branch plant 2,600,000 20 

C. Sales office in another state 1,500,000 NS) 

D. New automated billing system 100,000 12 

E. Ten new delivery trucks 400,000 10 

F. Advertising campaign 1,000,000 u 

G. Employee cafeteria 100,000 S 

Figure 11.3 graphs the total amount of investment in millions of dollars that the firm 
would undertake at various interest rates. If the interest rate were 24 percent, the firm would 

fund only project A, the new computer network. It can borrow at 24 percent and invest in a 

computer that is expected to yield 25 percent. At 24 percent, the firm’s total investment is 

$400,000. The first vertical red line in Figure 11.3 shows that at any interest rate above 20 per- 
cent and below 25 percent, only $400,000 worth of investment (that is, project A) will be 
undertaken. 
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If the interest rate were 18 percent, the firm would fund projects A and B; and its total invest- 
ment would rise to $3 million ($400,000 + $2,600,000). If the firm could borrow at 18 percent 
the flow of additional profits generated by the new computer and the new plant would more en 
cover the costs of borrowing; but none of the other projects would be justified. The rates of 
return on projects A and B (25 percent and 20 percent, respectively) both exceed the 18 percent 
interest rate. Only if the interest rate fell below 5 percent would the firm fund all seven invest- 
ment projects. 

The investment schedule in Table 11.2 and its graphic depiction in Figure 11.3 describe the 
firm’s demand for new capital, expressed as a function of the market interest rate. If we add the 
total investment undertaken by all firms at every interest rate, we arrive at the demand for new 
capital in the economy as a whole. In other words, the market demand curve for new capital is the — 
sum of all the individual demand curves for new capital in the economy (Figure 11.4). Ina sense, 
the investment demand schedule is a ranking of all the investment opportunities in the economy 
in order of expected yield. Only those investment projects in the economy that are expected to S 
yield a rate of return higher than the market interest rate will be funded. At lower market interest) 
rates, more investment projects are undertaken. alk Pe ie 

The most important thing to remember about the investment demand curve is that its shape ye? Rone Cr 
and position depend critically on the expectations of those making the investment decisions. 

Because many influences affect these expectations, they are usually volatile and subject to fre- 
quent change. Thus, although lower interest rates tend to stimulate investment and higher inter: 

est rates tend to slow it, many other hard-to-measure and hard-to-predict factors also affect the it aon 

level of investment spending. These might include government policy changes, election results, sav 

global affairs, inflation, and changes in currency exchange rates. ~ 

4 FIGURE 11.4 

Investment Demand 

Lower interest rates are likely to 
stimulate investment in the econ- 
omy as a whole, whereas higher 
interest rates are likely to slow 
investment. 

Interest rate 

Investment 
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The Expected Rate of Return and the Marginal Revenue Product of 

Capital The concept of the expected rate of return on investment projects is analogous to 

the concept of the marginal revenue product of capital (MRP,,). Recall that we defined an 

input’s marginal revenue product as the additional revenue a firm earns by employing one 

additional unit of that input, ceteris paribus. Also recall our earlier discussion in Chapter 7 of 

labor demand in a sandwich shop. If an additional worker can produce 15 sandwiches in 

1 hour (the marginal product of labor: MP, = 15) and each sandwich brings in $0.50 (the 

price of the service produced by the sandwich shop: Py = $0.50), the marginal revenue prod- 

uct of labor is equal to $7.50 (MRP, = MP, x Py = 15 x $0.50 = $7.50). 

Now think carefully about the return to an additional unit of new capital (the marginal rev- 

enue product of capital). Suppose that the rate of return on an investment in a new machine is 

15 percent. This means that the investment project yields the same return as a bond yielding 

15 percent. If the current interest rate is less than 15 percent, the investment project will be 

undertaken because a perfectly competitive profit-maximizing firm will keep investing in new 

capital up to the point at which the expected rate of return is equal to the interest rate. This is 
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analogous to saying that the firm will continue investing eee. 

revenue product of capital is equal to the price of capital, or! MRPx = Px, ich is what we 

learned in Chapter 10. ; EE 

We Wil Penis vee wh mF ; Gs 

ds, wrivowu , A Final Word on Capital 
ae The concept of capital is one of the central ideas in economics. Capital is produced by the eco- 

nomic system itself. Capital generates services over time, and it is used as an input in the produc- 

tion of goods and services. 

The enormous productivity of modern industrial societies is due in part to the tremen- 

dous amount of capital that they have accumulated over the years. It may surprise you to 

know that the average worker in the United States works with about $170,000 worth of cap- 

ital. Recall that in the United States, total investment (new capital) was 16.4 percent of GDP 

in 2007 (Table 11.1). High rates of investment have had enormous impacts in countries such 

as China and Malaysia. According to recent World Bank figures, capital goods represent 

40 percent of China’s total output of goods and services; and in Malaysia, the figure is 32 per- 

cent. In 2005, China had a growth rate of output of over 9 percent and Malaysia had over 

7 percent. 

Most of this chapter described the institutions and processes that determine the amount and 

types of capital produced in a market economy. Existing firms in search of increased profits, 

potential new entrants to the markets, and entrepreneurs with new ideas are continuously evalu- 

ating potential investment projects. At the same time, households are saving. Each year house- 

holds save some portion of their after-tax incomes. These new savings become part of their net 

worth, and they want to earn a return on those savings. Each year a good portion of the savings 

finds its way into the hands of firms that use it to buy new capital goods. 

Between households and firms is the financial capital market. Millions of people participate 

in financial markets every day. There are literally thousands of financial managers, pension funds, 

mutual funds, brokerage houses, options traders, and banks whose sole purpose is to earn the 
highest possible rate of return on people’s savings. 

Brokers, bankers, and financial managers are continuously scanning the financial horizons 

for profitable investments. What businesses are doing well? What businesses are doing poorly? 

Should we lend to an expanding firm? All the analysis done by financial managers seeking to 

earn a high yield for clients, by managers of firms seeking to earn high profits for their stock- 

holders, and by entrepreneurs seeking profits from innovation serves to channel capital into its 

most productive uses. Within firms, the evaluation of individual investmént projects involves 

forecasting costs and benefits and valuing streams of potential income that will be earned only in 
future years. 

We have now completed our discussion of competitive input and output markets. We have 
looked at household and firm choices in output markets, labor markets, land markets, and capi- 
tal markets. 

We now turn to a discussion of the allocative process that we have described. How do all the 
parts of the economy fit together? Is the result good or bad? Can we improve on it? Alll of this is 
the subject of Chapter 12. 
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SUMMARY 

CAPITAL, INVESTMENT, AND DEPRECIATION >, 221 services in the future. Capital goods thus yield valuable pro- 
I. In market capitalist systems, the decision to put capital to ductive services over time. 

use in a particular enterprise is made by private citizens 3. The major categories of physical, or tangible, capital are 
putting their savings at risk in search of private gain. The set nonresidential structures, durable equipment, residential 
of institutions through which such transactions occur is structures, and inventories. Social capital (or infrastructure) 
called the capital market. is capital that provides services to the public. Intangible 

2. Capital goods are those goods produced by the economic (nonmaterial) capital includes human capital and goodwill. 
system that are used as inputs to produce other goods and 
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4, The most important dimension of capital is that it exists 
through time. Therefore, its value is only as great as the value 
of the services it will render over time. 

5. The most common measure of a firm’s capital stock is the 
current market value of its plant, equipment, inventories, 
and intangible assets. However, in thinking about capital, it 
is important to focus on the actual capital stock instead of its 
simple monetary value. 

6. In economics, the term investment refers to the creation of 
new capital, not to the purchase of a share of stock or a 
bond. Investment is a flow that increases the capital stock. 

7. Depreciation is the decline in an asset’s economic value over 
time. A capital asset can depreciate because it wears out 
physically or because it becomes obsolete. 
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8. Income that is earned on savings that have been put to use 
through financial capital markets is called capital income. The 
two most important forms of capital income are interest and 

profits. Interest is the fee paid by a borrower to a lender. 
Interest rewards households for postponing gratification, and 
profit rewards entrepreneurs for innovation and risk taking. 

9. In modern industrial societies, investment decisions (capital 

production decisions) are made primarily by firms. 

Households decide how much to save; and in the long run, 
saving limits the amount of investment that firms can 

undertake. The capital market exists to direct savings into 
profitable investment projects. 
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THE DEMAND FOR NEW CAPITAL AND THE 
INVESTMENT DECISION p>. 229 

10. Before investing, investors must evaluate the expected flow of 

future productive services that an investment project will yield. 

11. The availability of interest to lenders means that there is an 
opportunity cost associated with every investment project. 

This cost must be weighed against the stream of earnings 
that a project is expected to yield. 

12. A firm will decide whether to undertake an investment pro- 
ject by comparing costs with expected returns. The expected 
rate of return on an investment project depends on the price 
of the investment, the expected length of time the project 
provides additional cost savings or revenue, and the expected 

amount of revenue attributable each year to the project. 

~~ is) The investment demand curve shows the demand for capi- 
tal in the economy as a function of the market interest 
rate. Only those investment projects that are expected to 

yield a rate of return higher than the market interest rate 
will be funded. Lower interest rates should stimulate 
investment. 

14. A perfectly competitive profit-maximizing firm will keep 
investing in new capital up to the point at which the 
expected rate of return is equal to the interest rate. This is 
equivalent to saying that the firm will continue investing up 
to the point at which the marginal revenue product of capi- 
tal is equal to the price of capital, or MRP, = Py. 
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bond, p. 225 : expected rate of return, p. 231 interest rate, p. 225 

capital, p. 221 financial capital market, p. 225 investment, p. 223 

capital income, p. 225 human capital, p. 222 physical, or tangible, capital, p. 222 

capital market, p. 224 intangible capital, p. 222 social capital, or infrastructure, p. 222 

capital stock, p. 223 interest, p. 225 stock, p. 226 

depreciation, p. 224 

PROBLEMS 

You will receive na econlab 

instant feedback on your answers, tutorial help, and access to additional practice problems. Vi 
Visit www.myeconlab.com to complete the problems marked in orange online. 

GE Which of the following are capital, and which are not? Explain 

your answers. 

A video poker game machine at a local bar that takes quarters 

A $10 bill 
A college education 

The Golden Gate Bridge 

The shirts on the rack at Sears 

A government bond 
The Empire State Building 

A savings account 

The Washington Monument 

A Honda plant in Marysville, Ohio Tit poe me ep os 

For each of the following, decide whether you agree or disagree 

and explain your answer: 

a. Savings and investment are just two words for the same thing. 

b. When I buy a share of Microsoft stock, I have invested; when 

I buy a government bond, I have not. 

c. Higher interest rates lead to more investment because those 

investments pay a higher return. 

You and 99 other partners are offered the chance to buy a gas 

station. Each partner would put up $10,000. The revenues from 

the operation of the station have been steady at $420,000 per 

year for several years and are projected to remain steady into the 
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future. The costs (not including opportunity costs) of operating 

the station (including maintenance and repair, depreciation, 

and salaries) have also been steady at $360,000 per year. 

Currently, 5-year Treasury bills are yielding 7.5 percent interest. 

Would you go in on the deal? Explain your answer. 

@)\ The board of directors of the Quando Company in Singapore 
was presented with the following list of investment projects for 

implementation in 2008: 

TOTAL COST ESTIMATED 

SINGAPORE RATE OF 

PROJECT DOLLARS RETURN 

Factory in Kuala Lumpur 17,356,400 13% 

Factory in Bangkok 15,964,200 15 

A new company aircraft 10,000,000 12 ye 

“A factory outlet store 3,500,000 is 
A new computer network 2,000,000 : 20¥ 

A cafeteria for workers 1,534,000 7 

Sketch total investment as a function of the interest rate (with 

the interest rate on the Y-axis). Currently, the interest rate in 

Singapore is 8 percent. How much investment would you rec- 

ommend to Quando’s board? 

5. The Federal Reserve Board of Governors has the power to raise or 

lower short-term interest rates. Between 2005 and 2006, the Fed 

aggressively increased the benchmark federal funds interest rate 

from 2.5 percent in February 2005 to 5.25 percent in June 2006. 

Assuming that other interest rates also increased, what effects do 

you think that move had on investment spending in the economy? 

Explain your answer. What do you think the Fed’s objective was? 

6. Give at least three examples of how savings can be channeled 

into productive investment. Why is investment so important for 

an economy? What do you sacrifice when you save today? 

7. From a newspaper such as the Wall Street Journal, from the 

business section of your local daily, or from the Internet, look 

up the prime interest rate, the corporate bond rate, and the 

interest rate on 10-year U.S. government bonds today. List some 

of the reasons these three rates are different. 

8. Explain what we mean when we say that “households supply 

capital and firms demand capital.” 

GJ [Related to Economics in Practice on p. 231]. Venture capital 

funds have been very active in rapidly developing countries such 

as China and India. Explain why this is so. 

(J Suppose I decide to start a small business. To raise start-up 

funds, I sell 1,000 shares of stock for $100 each. For the next 

5 years, I take in annual revenues of $50,000. My total annual 

costs of operating the business are $20,000. If all of my earnings 

are paid out as dividends to shareholders, how much of my total 

annual earnings can be considered profit? Assume that the cur- 

rent interest rate is 10 percent. 

11. Describe the capital stock of your college or university. How 

would you go about measuring its value? Has your school made 

any major investments in recent years? If so, describe them. 

What does your school hope to gain from these investments? 

12. In March of 2008, the General Motors building, a skyscraper in 

Manhattan, was up for bid. At the time, the skyscraper was 

expected to fetch more than $3 billion, a record for a single build- 

ing. If you were a real estate investment company considering bid- 

ding on this building, what would you want to know first? What 

specific factors would you need to form expectations about? What 

information would you need to form those expectations? 

13. On October 29, 2007, the Red Sox won the World Series. That 

same day the stock market rose. The S&P 500 index (an index of 

the stock prices of the 500 largest corporations in the United 

States) closed up at 1540.98. Ten-year Treasury notes were pay- 

ing 4.38% on 10-year obligations of the government. The Fed 

was poised to announce a cut in the fed funds rate of a quarter 

of a percent to 4.75 percent. 

Look up today’s S&P index, the 10-year treasury interest 

rate, and the fed funds rate. You can find them at http://money. 

cnn.com. Provide an explanation for whgt has happened to 

those three numbers since 2007. ‘ 

aa 
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CALCULATING PRESENT VALUE 

We have seen in this chapter that a firm’s major goal in making 

investment decisions is to evaluate revenue streams that will not 

Sienna the futuret One way for the firm to decide 

ether to undertake an investment project is to compare the 

expected rate of return from the investment with the current 

interest rate available (assuming comparable risk) in the finan- 
cial market. We discussed this procedure in the text. The purpose 

of this Appendix is to present a more complete method of evalu- 

ating future revenue streams through present-value analysis. 

PRESENT VALUE 

Consider the investment project described in Table 11A.1. We 
use the word project in this example to refer to buying a 
machine or a piece of capital for $1,200 and receiving the cash 
flow given in the right-hand column of the table. Would you 
do the project? At first glance, you might answer yes. After all, 

the total flow of cash that you will receive is $1,600, which is 

$400 greater than the amount that you have to pay. But be care- 
ful: The $1,600 comes to you over a 5-year period, and your 
$1,200 must be paid right now. You must consider the alterna- 
tive uses and opportunity costs of the $1,200. At the same time, 
you must consider the risks that you are taking. 

TABLE 11A.1 ~ Expected Profits from a $1,200 
Investment Project 

Year 1 $100 

Year 2 100 

Year 3 400 

Year 4 500 

Year 5 500 

All later years 0 

Total 1,600 
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What are these alternatives? At a bare minimum, the same 
$1,200 could be put in a bank account, where it would earn 
interest. In addition, there are other things that you could do 
with the same money. You could buy Treasury bonds from the 
federal government that guarantee you interest of 4 percent for 
5 years. Or you might find other projects with a similar degree 
of risk that produce more than $1,600. 

Recall that the interest rate is the amount of money that a 
borrower agrees to pay a lender or a bank agrees to pay a depos- 
itor each year, expressed as a percentage of the deposit or the 
loan. For example, if I deposited $1,000 in an account paying 
10 percent interest, I would receive $100 per year for the term of 

the deposit. Sometimes we use the term rate of return to refer to 

the amount of money that the lender receives from its invest- 

ment each year, expressed as a percentage of the investment. 

The idea is that in deciding to do any project, you must 

consider the opportunity costs: What are you giving up? If you 

did not do this project but put the money to use elsewhere, 

would you do better? 

Almost all investments that you might consider involve risks: 

The project might not work out the way you anticipate, the 

economy may change, or market interest rates could go up or 

down. To assess the opportunity costs and to decide whether 

this project is worth it, you first have to think about those risks 

and decide on the rate of return that you require to compen- 

sate yourself for taking the risks involved. 

If there were no risk, the opportunity cost of investing 

in a project would be the government-guaranteed or bank- 

guaranteed interest rate. But in considering a project that | 

involves risk, you would want more profit in return for bearing 

that risk. For example; you might invest in a sure deal if you 
received a 3 percent annual return comparable to what you 

might earn with a bank account or certificate of deposit, 

whereas you might demand 15 percent or even 20 percent ona 

very risky investment. 
Evaluating the opportunity costs of any investment project 

5 E $$ 

requires taking the following steps: 

Step 1: The first step in evaluating the opportunity costs of an x (pot a ea thatineane dt (onl 0 

\ oe investment project is to look at the market. What are 

interest ratesteday? What rates of interest are people 

earning by putting their money in bank accounts? If 

there is risk that something could go wrong, what 

interest rate is the market paying to those who accept 

that risk? The sed to evaluate an invest- 

ment project is the interest rate that you could by 

investing a similar amount of money in an alternative 
investment of comparable risk. 

~~ Let’s suppose that the investment project 

described in Table 11A.1 involved some risk. While 

you are quite certain that the expected flow of profits 

in years 1—5 ($100, $100, $400, and so on) is a very 

good estimate, the future is always uncertain. Let’s 

further suppose that alternative investments of com- 

parable risks are paying a 10 percent rate of interest 

(rate of return). So you will not do this project unless 

it earns at least 10 percent. We will thus use a 10 per- 

cent discount rate in evaluating the project. 

Step 2: Now comes the trick. Is your investment worth it? By 

rN 

doing the project, you must consider the opportunity 

cost of the money. To do this, imagine a bank that will 

pay 10 percent on deposits. The question that you 

must answer is, how much would you have to put ina 

bank paying 10 percent interest on deposits in order 

to get the same flow of profits that you would get if 
you did the project? 

If it turns out that you can replicate the flow of 

profits for Jess money up front than the project 

costs—$1,200—you will not do the project. The pro- 

ject would be paying you less than a 10 percent rate of 

return. On the other hand, if it turns out that you 

would have to put more than $1,200 in the bank to 

replicate the flow of profits from the project, the pro- 

ject would be earning more than 10 percent; and you 

would do it. 
The amount of money that you would have to 

put in the imaginary | bank to replicate the flow of 
profits | from ani roject is called the 

present discounted value (PDV) or simply the 

present value (PV) of the expected flow of profits 
from the project. To determine that flow, we have to 
look at the flow 1 year at a time. 

At the end of a year, you will receive $100 if you 

do the project. To receive $100 a year from now from 

your hypothetical bank, how much would you have to 

deposit now? The answer is clearly less than $100 

because you will earn interest. Let’s call the interest 

rate r. In the example, r = .10 (10 percent). To get 

back $100 next year, you need to deposit)X,|where X_ 

plus a year’s interest on X IS . That is, 

$100 X+rX=$100 or X(1+1r)= 

And if we solve for X, we get » 

or 

X = $90.91 

To convince yourself that this is right, think of putting 

$90.91 into your hypothetical bank and coming back 

in a year. You get back your $90.91 plus interest of 10 

percent, which is $9.09. When you add the interest to 

the initial deposit, you get $90.91 + 9.09, or exactly 

$100. We say that the present value of $100 a year from 

now at a discount rate of 10 percent (r = .10) 1s $90.91. 

Notice that if you paid more than $90.91 for the 

$100 that you will receive from the project after a 

year, you would be receiving less than a 10 percent 

return. For example, suppose that you paid $95. If you 

put $95 in an account and came back after a year and 



found exactly $100, you would have received $5 in 
interest. Since $5 is just about .0526 (or 5.26 percent) 

of $95, the interest rate that the bank paid you is only 

5.26 percent, not 10 percent. 

What about the next year and the years after that? 

At the end of year 2, you get another $100. How much 

would you have to put in the bank today to be able to 

come back in 2 years and take away $100? Assume 
that you put amount X in the bank today. Then at the 

end of year 1, you have X + rX, which you keep in the 

account. At the end of year 2, you have X + rX plus 
interest on X + rX; so at the end of year 2 you have 

(X + rX) + r(X + 1X). 
ale Sp RR 

which can be written 

X(1+r)+ rX(1 +r) or X(1+7r)(1 +7) or XQ +r)? 

Therefore, 

$100 
Litter niy 
ele) 

is the amount you must deposit today to get back 

$100 in 2 years. 

If r= .10, then 

100 
= : 5 OL. X= 902.00 

(i) 

To convince yourself that this calculation is right, 

if you put $82.65 in your hypothetical bank today and 

came back to check the balance after a year, you 
would have $82.65 plus interest of 10 percent, or 

$8.26, which is $90.91. But this time you leave it in the 
bank and receive 10 percent on the entire balance 

during the second year, which is $9.09. Adding the 
additional 10 percent, you get back to $100. Thus, if 

you deposit $82.65 in an account and come back in 
2 years, you will have $100. The present value of 

$100 2 years from now is $82.65. 

Now on to year 3. This time you receive a check 

for $400, but you don’t get it until 3 years have passed. 

Again, how much would you have to put in your 

hypothetical bank to end up with $400? Without 

doing all the math, you can show that X, the amount 

that you must deposit to get back $400 in 3 years, is 

$400 

(Gl sr r)> 
06 

and if r= .10, 

$400 
= aay or X = $300.53 x 

In general, the present value (PV), or present dis- 

counted value, of R dollars to be received in t years is 

Berens ) 
\ (1 + r)! 

af 
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Step 3: Once you have looked at the project 1 year ata 

time, you must add up the total present value to see 

what the whole project is worth. In Table 11A.2, the 

right-hand column shows the present value of each 

year’s return. If you add up the total, you have 
arrived at the amount that you would have to put in 

your hypothetical bank (that pays interest on 
deposits at 10 percent) today to receive the exact 

flow that is expected to come from the project. That 

total is $1,126.06. 

So if you go to the bank today and put in 
$1,126.06, then come back in a year and withdraw 

$100, then come back after 2 years and withdraw 
another $100, then come back in 3 years and with- 

draw $400, and so on, until 5 years have passed, when 
you show up to close the account at the end of the 

fifth year, there will be exactly $500 left to withdraw. 

Lo and behold, you have figured out that you can 

receive the exact flow of profit that the project is 

expected to yield for $1,126.06. If you were looking 

for a 10 percent yield, you would not spend $1,200 for 

it. You would not do the project. 

TABLE 11A.2 Calculation of Total Present Value of a 

Hypothetical Investment Project 
(Assuming r = 10 Percent) 

DIVIDED PRESENT 
END OE... $(r) BYe( en): = VALUE ($) 

Year 1 100 (1.1) 90.91 

Year 2 100 ‘Gea 82.65 

Year 3 400 (len): 300.53 

Year 4 500 Clel\i 341.51 

Year $ S00 CEE ‘ 310.46 

Total present value N 1,126,06 

x 

What you have done is to convert an expected 

flow of dollars from an investment project that comes 

to you over some extended period of time to a single 

number: the present value of the flow. 

We can restate the point this way: If the present value of 
the income stream associated with an investment is less than 
the full cost of the investment project, the investment should 
not be undertaken. This is illustrated in Figure 11A.1. 

It is important to remember that we are discussing the 
demand for new capital. Business firms must evaluate poten- 
tial investments to decide whether they are worth undertak- 
ing. This involves predicting the flow of potential future 
profits arising from each project and comparing those 
future profits with the return available in the financial mar- 
ket at the current interest rate. The present-value method 
allows firms to calculate how much it would cost today to 
purchase a contract for the same flow of earnings in the 
financial market. 
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Investment 

Decision 

. 

Alternative: 

Hypothetical 

bank paying 

interest rate r 

Investment 

project: 

New office 

building 

Year 1 Year 1 

Year 2 Year 2 

Year 3 Required Year 3 
Year 4 return Year 4 

to cover 

~~ risk: r > 

Flow of 

Same flow future rents 

Can the flow of future 

rents be obtained from 

a hypothetical bank 

for a smaller amount? 

a FIGURE 11A.1 

Thinking Map 
Investment Project: Go or No? A 

LOWER INTEREST RATES, HIGHER PRESENT VALUES 

Now consider what would happen if you used a lower interest 

rate in calculating the present value of a flow of earnings. You 
might use a lower rate in the analysis because interest rates in 

general have gone down in financial markets, making the 

opportunity cost of investment lower in general. You might 

also find out that the project is less risky than you believed ear- 

lier. For whatever reason, let’s say that you would now do the 

project if it produced a return of 5 percent. 

In evaluating the present value, the firm now looks at each 

year’s flow of profit and asks how much it would cost to earn 

that amount if it were able to earn exactly 5 percent on its money 

in a hypothetical bank. With a lower interest rate, the firm will 

have to pay more now to purchase the same number of future 

dollars. Consider, for example. the present value of $100 in 

2 years. We saw that if the firm puts aside $82.65 at 10 percent 

interest, it will have $100 in two years—at a 10 percent interest 

rate, the present discounted value (or current market price) of 

$100 in 2 years is $82.65. However, $82.65 put aside at a 5 per- 

cent interest rate would generate only $4.13 in interest in the first 

year and $4.34 in the second year, for a total balance of $91.11 

after 2 years. To get $100 in 2 years, the firm needs to put aside 

more than $82.65 now. Solving for X as we did before, 

$100 _ $100 

(1 +r)? (1.05)? 
= $90.70 

When the interest rate falls from 10 percent to 5 percent, the 

present value of $100 in 2 years rises by $8.05 ($90.70 — $82.65). 

Table 11A.3 recalculates the present value of the full stream at 
the lower interest rate; it shows that a decrease in the interest rate 

from 10 percent to 5 percent causes the total present value to rise 

to $1,334.59. Because the investment project costs less than this 

(only $1,200), it should be undertaken. It is now a better deal than 

can be obtained in the financial market. Under these conditions, a 

profit-maximizing firm will make the investment. As discussed in 
the chapter, a lower interest rate leads to more investment. 

a eee eee | NO oe 

TABLE 11A.3. Calculation of Total Present Value of a 

Hypothetical Investment Project 
(Assuming r = 5 Percent) 

DIVIDED PRESENT 

END OF... $ BY(1+r)' =  VALUE(S) 
Year 1 100 (1.05) 95.24 

Weate2 100 (1.05) 90.70 

Year 3 400 (1.05)? 345.54 
Year 4 500 (1.05)* 411.35 
Weates 500 (OS)? 391.76 

Total present value 1,334.59 

The basic rule is as follows: 

If the present value of an expected stream of earnings 

from an investment exceeds the cost of the investment 

necessary to undertake it, the investment should be 

undertaken. However, if the present value of an 

expected stream of earnings falls short of the cost of 

the investment, the financial market can generate the 

same stream of income for a smaller initial invest- 

ent and the investment should not be undertaken. 

SUMMARY 

1. The present value (PV) of R dollars to be paid t years in the 

future is the amount you need to pay today, at current 

interest rates, to ensure that you end up with R dollars ¢ 

years from now. It is the current market value of receiving 

R dollars in t years. 

2. If the present value of the income stream associated with an 

investment is less than the full cost of the investment project, 

the investment project should not be undertaken. If the pre- 

sent value of an expected stream of income exceeds the cost 

of the investment necessary to undertake it, the investment 

should be undertaken. 
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— REVIEW TERMS AND CONCEPTS ———— 

present discounted value (PDV) or 
present value (PV) _ The present 
discounted value of R dollars to be paid t 
years in the future is the amount you need to 

© Suppose you were offered $2,000 to be delivered in 1 year. 

Further suppose you had the alternative of putting money into a 

safe certificate of deposit paying annual interest at 10 percent. 

Would you pay $1,900 in exchange for the $2,000 after 1 year? 

What is the maximum amount you would pay for the offer of 

$2,000? Suppose the offer was $2,000, but delivery was to be in 

2 years instead of 1 year. What is the maximum amount you 

would be willing to pay? 

Your Uncle Joe just died and left $10,000 payable to you when 

you turn 30 years old. You are now 20. Currently, the annual rate 

of interest that can be obtained by buying 10-year bonds is 6.5 per- 

cent. Your brother offers you $6,000 cash right now to sign over 

your inheritance. Should you do it? Explain your answer. 

A special task force has determined that the present discounted 
value of the benefits from a bridge project comes to $23,786,000. 

The total construction cost of the bridge is $25 million. This 

implies that the bridge should be built. Do you agree with this 

conclusion? Explain your answer. What impact could a substan- 

tial decline in interest rates have on your answer? 

© Calculate the present value of the income streams A to E in 

Table 1 at an 8 percent interest rate and again at a 10 percent rate. 

Suppose the investment behind the flow of income in E is a 

machine that cost $1,235 at the beginning of year 1. Would you 

buy the machine if the interest rate were 8 percent? if the inter- 
est rate were 10 percent? 

TABLE 1 

END OF YEAR A B G D E 

1 $ 80°" $80 §$ 100 $ 100 $500 

2 80 80 100 100 300 

3 80 80 1,100 100 400 

4 80 80 0 100 300 

S 1,080 80 0 100 0 

6 0 80 0 1,100 0 

W 0 1,080 0 0 0 

pay today, at current interest rates, to ensure R 
that you end up with R dollars t years from 
now. It is the current market value of 
receiving R dollars in t years. p. 237 

Determine what someone should be willing to pay for each of 

the following bonds when the market interest rate for borrow- 

ing and lending is 5 percent. 

a. A bond that promises to pay $3,000 in a lump-sum payment 

after 1 year. 
b. A bond that promises to pay $3,000 in a lump-sum payment 

after 2 years. 
c. A bond that promises to pay $1,000 per year for 3 years. 

4 What should someone be willing to pay for each of the bonds in 

question 5 if the interest rate is 10 percent? 

Based on your answers to questions 5 and 6, state whether each 

of the following is true or false: 

a. Ceteris paribus, the price of a bond increases when the inter- 

est rate increases. 

b. Ceteris paribus, the price of a bond increases when any given 

amount of money is received sooner rather than later. 

©) Assume that the present discounted value of an investment pro- 

ject (commercial development) at a discount rate of 7 percent is 

$234,756,000. Assume that the building just sold for $254 mil- 

lion. Will the buyer earn a rate of return of more than 7 percent, 

exactly 7 percent, or less than 7 percent? Briefly explain. 

Assume that I promise to pay you $100 at the end of each of the 

next 3 years. Using the following formula, 

X= 100/(1 +r) + 100/(1 + 1)? + 100/(1 + r)3 
if r = 0.075, then X = $260.06. 3 

Assuming that somebody of roughly comparable reliability 

offers to pay out 7.5 percent on anything you let him or her bor- 

row from you, would you be willing to pay me $270 for my 

promise? Explain your answer. 



General Equilibrium 
and the Efficiency of 
Perfect Competition 

In the last nine chapters, we have 

built a model of a simple, perfectly 

competitive economy. Our discus- 

sion has revolved around the two 

fundamental decision-making units, 

households and firms, which interact 

in two basic market arenas, input 

markets and output markets. (Look 

again at the circular flow diagram, 

shown in Figure II.1 on p. 107.) By 

limiting our discussion to perfectly 

competitive firms, we have been able 

to examine how the basic decision- 

making units interact in the two 

basic market arenas. 

Households make constrained 

choices in both input and output 

markets. In Chapters 3 and 4, we 

discussed an individual household 

demand curve for a single good or 

service. Then in Chapter 6, we went 

behind the demand curve and saw 

how income, wealth, and prices 

define the budget constraints within 

which households exercise their 

tastes and preferences. We soon dis- 

covered, however, that we cannot 

look at household decisions in output markets without thinking about the decisions made simulta- 

neously in input markets. Household income, for example, depends on choices made in input mar- 

kets: whether to work, how much to work, what skills to acquire, and so on. Input market choices are 

constrained by such factors as current wage rates, availability of jobs, and interest rates. 

Firms are the primary producing units in a market economy. Profit-maximizing firms, to 

which we have limited our discussion, earn their profits by selling products and services for more 

than it costs to produce them. With firms, as with households, output markets and input markets 

cannot be analyzed separately. All firms make three specific decisions simultaneously: (1) how 

much output to supply, (2) how to produce that output—that is, which technology to use, and 

(3) how much of each input to demand. 

In Chapters 7 through 9, we explored these three decisions from the viewpoint of output mar- 

kets. We saw that the portion of the marginal cost curve that lies above a firm’s average variable cost 

curve is the supply curve of a perfectly competitive firm in the short run. Implicit in the marginal 

cost curve is a choice of technology and a set of input demands. In Chapters 10 and 11, we looked at 

the perfectly competitive firm’s three basic decisions from the viewpoint of input markets. 

Output and input markets are connected because firms and households make simultaneous 

choices in both arenas, but there are other connections among markets as well. Firms buy in both 

capital and labor markets, for example, and they can substitute capital for labor and vice versa. A 

change in the price of one factor can easily change the demand for other factors. Buying more 
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capital, for instance, usually changes the marginal revenue product of labor and shifts the labor 

demand curve. Similarly, a change in the price of a single good or service usually affects house- 

hold demand for other goods and services, as when a price decrease makes one good more attrac- 

tive than other close substitutes. The same change also makes households better off when they 

find that the same amount of income will buy more. Such additional “real income” can be spent 

on any of the other goods and services that the household buys. 

The point here is simple: 

Input and output markets cannot be considered as if they were separate entities or as if they 

aan Gos eae oe of individual 

firms and households and the functioning of individual markets, we now need to add it all 

up so we can look at the operation of the system as a whole. 

“You have seen the concept of equilibrium applied both to markets and to individual 
decision-making units. In individual markets, supply and demand determine an equilibrium 

ectly competitive firms are in short-run equilibrium when price and marginal cost are 

equal (P = MC). Inthe long run, however, equilibrium in a competitive mare Ss seer only 
when economic profits are eliminated. Households are in equilibrium when they have equated 

the marginal utility per dollar spent on each good to the marginal utility per dollar spent on all 

— other goods. This process of examining the equilibrium conditions in individual markets and for 
/ partial equilibrium individual households and firms separately is called partial equilibrium analysis. 
| amalysis The process of A general equilibrium exists when all markets in an economy are in simultaneous equilibrium. 

| examining the equilibrium An event that disturbs the equilibrium in one market may disturb the equilibrium in many other mar- 
| conditions in individual kets as well. imate impact of the event depe arkets adjust to it. Thus, partial 

\ miner are For Nevsenoids equilibrium analysis, which looks at adjustments in one isolated market, may be misleading. 
Be a aeey Thinking in terms of a general equilibrium leads to some important questions. Is it possible for 

~~ general equilibrium all households and firms and all markets to be in equilibrium simultaneously? Are the equilibrium 

The condition that exists when —_ conditions that we have discussed separately compatible with one another? Why is an event that dis- 
allmarkets in aneconomyare _ turbs an equilibrium in one market likely to disturb many other equilibriums simultaneously? 

in simultaneous equilibrium. In talking about general equilibrium (the first concept we explore in this chapter), we con- 
tinue our exercise in positive economics—that is, we seek to understand how systems operate 

sare Lenore ® ad 6 without making value judgments about outcomes. Later in the chapter, we turn from positive 
[ : GV cod jean economics to normative economics as we begin to judge the economic system. Are its results good 

or bad? Can we make them better? . 
Wve Crouerrses > In judging the performance of any economic system, you will recall, it is essential first to 

gutvably The Hu. stm establish specific criteria by which to judge. In this chapter, we use two such criteria: efficiency and 
~efficiency The condition equity (fairness). First, we demonstrate the efficiency of the allocation of resources—that is, the 
| in which the economy is system produces what people want and does so at the least possible cost—if all the assumptions 
ee what people wantat that we have made thus far hold. When we begin to relax some of our assumptions, however, it 

least possible cost. will become apparent that free markets may not be efficient. Several sources of inefficiency natu- 
rally occur within an unregulated market system. In the final part of this chapter, we introduce 
the potential role of government in correcting market inefficiencies and achieving fairness. 

General Equilibrium Analysis 
Two examples will help illustrate some of the insights that we can gain when we move from partial to 
general equilibrium analysis. In this section, we will consider the impact on the economy of (1) a 
major technological advance and (2) a shift in consumer preferences. As you read, remember that we 
are looking for the connections between markets, particularly between input and output markets. 

An Early Technological Advance: The Electronic Calculator 
Students working in quantitative fields of study in the late 1960s, and even as late as the early 
1970s, recall classrooms filled with noisy mechanical calculators. At that time, a calculator 
weighed about 40 pounds and was only able to add, subtract, multiply, and divide. The machines 
had no memories, and they took 20 to 25 seconds to do one multiplication problem. 
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Major corporations had rooms full of accountants with such calculators on their desks, and 
the sound when 30 or 40 of them were running was deafening. During the 1950s and 1960s snes 
firms had these machines, but few people had a calculator in their homes because the ae of a 
single machine was several hundred dollars. Some high schools had calculators for accounting 
classes, but most schoolchildren in the United States had never seen one. 

In the 1960s, Wang Laboratories developed an electronic calculator. Bigger than a modern per- 
sonal computer, it had several keyboards attached to a single main processor. It could add, subtract 
multiply, and divide, but it also had a memory. Its main virtues were speed and quietness. It did ae 
culations instantaneously without making any noise. The Wang machine sold for around $1,500. 

The beginning of the 1970s saw the industry develop rapidly. First, calculators shrank in size. 

The Bomar Corporation made one of the earliest hand calculators, the Bomar Brain. These early 

versions could do nothing more than add, subtract, multiply, and divide; they had no memory; and 

they still sold for several hundred dollars. Then, in the early 1970s, a number of technological break- 

throughs made it possible to mass-produce very small electronic circuits (silicon chips). These cir- 

cuits, in turn, made calculators very inexpensive to produce; and this is the beginning of our general 

equilibrium story. Costs in the calculator industry shifted downward dramatically, as shown in 

Figure 12.1(b). As costs fell, profits increased. Attracted by economic profits, new firms rapidly 

entered the market. Instead of one or two firms producing state-of-the-art machines, dozens of 

firms began cranking them out by the thousands. As a result, the industry supply curve shifted out 

to the right, driving down prices toward the new lower costs, as shown in Figure 12. I(a). 

a. The calculator industry b. A representative firm 

Price per calculator ($) 

— = 

0 18.1 30.9 0 i) —=- 

Calculators (millions) Calculators (thousands) 

a FIGURE 12.1 

Cost Saving Technological Change in the Calculator Industry 

In the 1970s and 1980s, major technological changes occurred in the calculator industry. In 1975, 18.1 million 

calculators were sold at an average price of $62. As technology made it possible to produce at lower costs, cost 

curves shifted downward. As new firms entered the industry and existing firms expanded, output rose and mar- 

ket price dropped. In 1983, 30.9 million calculators were produced and sold at an average price of under $30. 

As the price of electronic calculators fell, the market for the old mechanical calculators died a 

quiet death. With no more demand for their product, producers found themselves suffering losses 

and got out of the business. As the price of electronic calculators kept falling, thousands of people 

who had never had a calculator began to buy them. By 1973, calculators were available at discount 

appliance stores for $60 to $70. By 1975, 18.1 million calculators were produced annually and sold at 

an average price of $62. The average price fell to under $30 and sales hit 30.9 mi
llion by 1983. You can 

now buy a basic calculator for less than $5—or get one free with a magazine subscription. In 1987, 

33.8 million calculators were produced. In 1990, the Commerce Department stopped counting. 

The rapid decline in the cost of producing calculators led to a rapid expansion of supply and 

~ a decline in price, as shown in Figure 12.1(a). The lower prices increased the quantity demanded 

to such an extent that most U.S. homes now have at least one calculator. Nowadays most cell 

phones even have a calculator feature. 

18 
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This is only a partial equilibrium story, however. The events we have described also had effects 

on many other markets. In other words, these events disturbed the general equilibrium. When 

mechanical calculators became obsolete, many people who had over the years developed the skills 

required to produce and repair those complex machines found themselves unemployed. At the 

same time, demand boomed for workers in the production, distribution, and sales of the new elec- 

tronic calculators. The new technology thus caused a reallocation of labor across the labor market. 

Capital was also reallocated. New firms invested in the plant and equipment needed to pro- 

duce electronic calculators. Old capital owned by the firms that previously made mechanical cal- 

culators became obsolete and depreciated, and it ended up on the scrap heap. The mechanical 

calculators, once an integral part of the capital stocks of accounting firms, banks, and so on, were 

scrapped and replaced by the cheaper, more efficient calculators. | 

When a large new industry suddenly appears, it earns revenues that might have been spent 

on other things. Even though the effects of this success on any one other industry are probably 

small, general equilibrium analysis tells us that in the absence of the new industry and the 

demand for its product, households will demand other goods and services and other industries 

will produce more. In this case, society has benefited a great deal. Everyone can now buy a very 

useful product at a low price. The new calculators raised the productivity of certain kinds of labor 

and reduced costs in many industries. 

Of course, the electronic calculator was just the beginning of a process of product evolution 

that has led to a complete change in the way we live. Thirty years ago Kenneth Olsen, the presi- 

dent of Digital Equipment Corporation, is widely quoted to have asked, “Why would anyone 
need their own computer?” Today we do everything from watching movies to paying bills, shop- 

ping, dating, and blogging on small but powerful laptops with huge hard drives. A hotel without 

Wi-Fi (wireless access) is considered a second-class hotel. 

Apple sold a staggering 6 million iPods for over a billion dollars during the first 3 months of 

2005. The immense popularity of the iPod has fueled the market for music downloads, which are 

fast becoming the technology of choice for storing and playing music for millions of people 

worldwide. The bet is that CDs and CD players will soon be obsolete and will fade out as the new 

technology pushes aside yet another frontier. 

All of this change has happened through the market. Declining costs of production and fierce 

competition have continuously pushed prices down and provided us with a never-ending stream 

of new and more powerful consumer electronics. A significant—if not sweeping—technological 

change in a single industry affects many markets. Households face a different structure of prices 
and must adjust their consumption of many products. Labor reacts to new skill requirements and : 

is reallocated across markets. Capital is also reallocated. 
x 

Market Adjustment to Changes in Demand 
One thing we know about the U.S. economy and the world economy is that they are dynamic: 

Change occurs all the time. Markets experience shifts of demand, both up and down; costs and 
technology change; and prices and outputs change. To show how a change in one market affects 
other markets and the general equilibrium, we will describe a simple economy with two sectors, X 
and Y. The story will be of an increase in demand in one sector and a decline in demand in the other. 

As you go through the following diagrams and discussion, you can think of any major sector 
that might be experiencing an increase in demand. For example, beginning around 2000, the 
housing market entered a dramatic boom period. Low interest rates and rising incomes led the 
demand for housing to shift to the right. This rising demand led to higher home prices and new 
entry by building firms seeking economic profits. 

The housing market had even bigger general equilibrium effects on the way down. Beginning in 
early 2006, the market for single-family homes dropped sharply. It was as if someone blew a whistle 
and buyers disappeared. People who had their homes on the market did not lower their prices in most 
cases; and in some instances, people ended up carrying two houses for a substantial monthly cost. The 
number of existing home sales over the next few months dropped by more than a million. Housing 
starts, the number of new homes to begin construction, dropped from an annual rate of 2.26 million 
to 1.19 million, a drop of over a million homes that would not be built. The profits of home builders 
such as Ryan Homes, Lennar, and Toll Brothers dropped sharply as market prices began to fall. 
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The decline in housing starts, or housing production, leads to significantly less building. 
Since the average new house (excluding land) costs about $200,000 to build, when housing starts 
fell by about a million aggregate spending on new homes fell by about $200 billion. This had a 
dramatic effect on the labor market, as over a million construction workers lost their jobs. 
Timber prices fell, and many home builders shut down and exited the industry. 

You could also think of the airline industry. New airlines such as JetBlue and AirTran entered 
the airline industry in response to rising demand as the industry recovered from a dramatic 
decline following the World Trade Center terrorist attack of 2001. By 2008, several of the new air- 
lines were in bankruptcy as fuel prices increased. 

Finally, you might think of the huge automobile industry. In July 2005, 1.8 million cars and 

light trucks were sold in the United States, with 82 percent being sold by domestic producers. 

Auto workers accounted for over 1 million workers out of just over 14 million workers in manu- 
facturing in 2005. The auto sector moves cyclically, and periodically demand increases. 

Figure 12.2 shows the initial equilibrium in two sectors, called X and Y. We assume that both_. 
sectors are initially in long-run competitive equilibrium. Total output in sector X is QY, the product 

is selling for a price of P\, and each firm in the industry produces up to where P%, is equal to mar- 

ginal cost—q\. At that point, price is just equal to average cost and economic profits are zero. The 

same condition holds initially in sector Y. The market is in zero profit equilibrium at a price of P}. 
Now assume that a change in consumer preferences (or in the age distribution of the popu- 

lation or in something else) shifts the demand for X out to the right from D¢ to Dk. That shift 

drives the price up to Px. If households decide to buy more_X, without an increase in income, 

the demand for Y must decline and the demand curve for Y shifts to the left, from D} to Dy. 

With the shift in demand for X, price rises to P and profit-maximizing firms immediately 

increase output to qx (the point where Py = MC x). However, now there are positive profits in X. 

With the downward shift of demand in Y, price falls to P}. Firms in sector Y cut back to qy (the 

point where Py = MCy), and the lower price causes firms producing Y to suffer losses. 

In the short run, adjustment is simple. Firms in both industries are constrained by their cur- 

rent scales of plant. Firms can neither enter nor exit their respective industries. Each firm in 

industry X raises output somewhat, from q\, to qx. Firms in industry Y cut back from qy to qy. 

In response to the existence of profit in sector X, the capital market begins to take notice. In 

Chapter 9, we saw that new firms are likely to enter an industry in which there are profits to be 

earned. Financial analysts see the profits as a signal of future healthy growth, and entrepreneurs 

may become interested in moving into the industry. 

Adding all of this together, we would expect to see investment begin to favor sector X. This is 

indeed the case: Capital begins to flow into sector X. As new firms enter, the short-run supply 

curve in the industry shifts to the right and continues to do so until all profits are eliminated. In 

the top-left diagram in Figure 12.2, the supply curve shifts out from SY to Sx, a shift that drives 

the price back down to P. 

We would also expect to see a movement out of sector Y because of losses. Some firms will 

exit the industry. In the bottom-left diagram in Figure 12.2, the supply curve shifts back from st 

to S}, a shift that drives the price back up to PY. At this point, all losses are eliminated. ee = a Wh 

Note that a new general equilibrium is not reached until equilibrium is reestablished in all he Av oi %y Se 

marketsJf costs of production remain unchanged, as they do in Figure 12.2, this equilibrium Vn fa eee 

occurs at the initial product prices, but with more resources and production in X and fewer in Y. pia \ 

In contrast, if an expansion in X drives up the prices of resources used specifically in X, the cost a ?. % Mw 

curves in X will shift upward and the final postexpansion zero-profit equilibrium will occur at a vy 

higher price. Such an industry is called an increasing-cost industry. 

7 rs 
Formal Proof of a General Competitive Equilibrium 

Economic theorists have struggled with the question of whether a set of prices that equates sup- 

ply and demand in all markets simultaneously can exist when there are thousands of markets. If 

all markets are interconnected, how do movements to an equilibrium in one market affect the 

- outcomes in other markets? If a set of prices leading to equilibrium in all markets were not possi- 

ble, the result could be continuous cycles of expansion, contraction, and instability. 
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Price per unit of X ($) 

Price per unit of Y ($) 

Industry X A representative firm in X 

| Profits 

ates Q ay ak 
Units of X Units of X 

Industry Y A representative firm in Y 

ee Losses 
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| 

Quo? Q 0 ayaa ye q 

Units of Y Units of Y 

a FIGURE 12.2 

Adjustment in an Economy with Two Sectors 
Initially, demand for X shifts from DY to Dx. This shift pushes the price of X up to PX, creating profits. 
Demand for Y shifts down from D}, to D}, pushing the price of Y down to Pt and creating losses. Firms have 

an incentive to leave sector Y and an incentive to enter sector X. Exiting sector Y shifts supply in that industry 
to Sj, raising price and eliminating losses. Entry shifts supply in X to Sx, thus reducing and eliminating profits. 

The nineteenth-century French economist Leon Walras struggled with the problem, but he 

could never provide a formal proof. By using advanced mathematical tools, economists Kenneth 

Arrow and Gerard Debreu and mathematicians John von Neumann and Abraham Wald showed 

the existence of at least one set of prices that will clear all markets in a large system simultaneously. 

Allocative Efficiency and Competitive 

Equilibrium 
Chapters 3 through 11 built a complete model of a simple, perfectly competitive economic sys- 

tem. However, recall that in Chapters 3 and 4 we made a number of important assumptions. We 
assumed that both output markets and input markets are perfectly competitive—that is, that no 
individual household or firm is large enough relative to the market to have any control over price. 
In other words, we assumed that firms and households are price-takers. 
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ECONOMICS IN PRACTICE 

Ethanol and Land Prices 
_ The U.S. government provides large subsidies for ethanol, a fuel produced from corn. 
_ Proponents of the ethanol subsidies suggest that it is one piece of a policy that can help the 
_ United States reduce its dependence on foreign oil. In part, as a result of these subsidies, the 
_ midwestern United States has seen a large increase in corn production relative to other grains. 
_ The following article traces another of the general equilibrium consequences of the ethanol 
_ subsidies: an increase in the price of agricultural land. 

Nebraska ethanol boom causing land prices to soar 

Thelndependent.com 

Ethanol is not only pumping up the price of corn in Nebraska, but also farm real estate 
market values and cash rent rates values have seen a 14-percent increase, according to 
the preliminary results of the University of Nebraska-Lincoln’s annual Farm Real Estate 
Market Development Survey. 

According to the survey, Nebraska farmland’s average value for the year ending Feb. 1 

was $1,155 per acre, compared to $1,013 per acre at this time last year, said Bruce 

Johnson, the UNL agricultura! economist who conducts this annual survey. 
He said preliminary findings show this was the largest all-land value increase in the 

past 19 years. It is also the fourth straight year of what Johnson called “solid advances” 
in land values. He said the state’s current all-land average value is more than SO percent 
higher than the 2003 level. 

Higher prices for corn because of ethanol demand are driving the sharp rise in land 
prices. By early 2008, Nebraska should have about 25 ethanol plants online, produc- 

ing 1.2 billion gallons of ethanol and using more than 425 million bushels of corn. 
“The demand from rapidly growing ethanol production has triggered the commod- 

ity market advances, and, in turn, worked into the agricultural land market dynamic, 

particularly in the major corn-producing areas of the state,” Johnson said. 

Source: Robert Pore, robert.pore@theindependent.com. 

As we see in the article, a number of markets are affected by the ethanol subsidies. The 

increase in the demand for ethanol drives up the demand for corn, which in turn . 

increases the demand for land. Since the supply of land is finite, the price of land used to 

produce corn rises. But what about the rest of the agricultural economy? Increasing land 

prices increases the cost of other grains, such as wheat. As you learned in Chapter 2, land 

is a key factor of production. The increase in wheat costs shifts the supply curve to the 

left, as in the figure below. Wheat prices thus also rise. 

Q, Q, oars Q) Q, Qwheat 

per year per year 
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[ Pareto efficiency or 

Pareto optimality A 
condition in which no change 

is possible that will make some 

members of society better off 

| without making some other 

(mem bers of society worse off. 

| 

We also assumed that households have perfect information on product quality and on all 

prices available and that firms have perfect knowledge of technologies and input prices. Finally, 

we said that decision makers in a competitive system always consider all the costs and benefits of 

their decisions—that there are no “external” costs. 

ee If all these assumptions hold, the economy will produce an efficient allocation of 

resources. As we relax these assumptions one by one, however, you will discover that the allo- 

cation of resources is no longer efficient and that a number of sources of inefficiency occur 

naturally. 

Pareto Efficiency 

In Chapter 1, we introduced several specific criteria used by economists to judge the perfor- 

mance of economic systems and to evaluate alternative economic policies. These criteria are 

(1) efficiency, (2) equity, (3) growth, and (4) stability. In Chapter 1, you also learned that an 

efficient economy is one that pfoduces the things that people want at the least cost. The idea 

behind the efficiency criterion is that the economic system exists to serve the wants and needs 

of people. If resources somehow can be reallocated to make people “better off,” then they 

should be. We want to use the resources at our disposal to produce maximum well-being. The 

trick is defining maximum well-being. 
For many years, social philosophers wrestled with the problem of “aggregation,” or 

“adding up.” When we say “maximum well-being,” we mean maximum for society. Societies are 

made up of many people, and the problem has always been how to maximize satisfaction, or 

well-being, for all members of society. What has emerged is the now widely accepted concept of 

allocative efficiency, first developed by the Italian economist Vilfredo Pareto in the nineteenth 

century. Pareto’s very precise definition of efficiency is often referred to as Pareto efficiency 

or Pareto optimality. 
Specifically, a change is said to be efficient when it makes some members of society better off 

without making other members of society worse off. An efficient, or Pareto optimal, system is one 

in which no such changes are possible. An example of a change that makes some people better off 

and nobody worse off is a simple voluntary exchange. I have apples and you have nuts. I like nuts 
and you like apples. We trade. We both gain, and no one loses. 

For such a definition to have any real meaning, we must answer two questions: (1) What do 

we mean by “better off”? and (2) How do we account for changes that make some people better 

off and others worse off? ‘ 

The answer to the first question is simple. People decide what “better off” and “worse off” 

mean. I am the only one who knows whether I am better off after a change. If you and I exchange 

one item for another because I like what you have and you like what I have, we both “reveal” that 

we are better off after the exchange because we agreed to it voluntarily. If everyone in the neigh- 

borhood wants a park and the residents all contribute to a fund to build one, they have con- 

sciously changed the allocation of resources and they all are better off for it. 

The answer to the second question is more complex. Nearly every change that one can imag- 
ine leaves some people better off and some people worse off. If some gain and some lose as the 
result of a change, and it can be demonstrated that the value of the gains exceeds the value of the 
losses, then the change is said to be potentially efficient. In practice, however, the distinction 
between a potentially and an actually efficient change is often ignored and all such changes are 
simply called efficient. 

Example: Budget Cuts in Massachusetts Several years ago, in an effort to reduce state 
spending, the budget of the Massachusetts Registry of Motor Vehicles was cut substantially. Among 
other things, the state sharply reduced the number of clerks in each office. Almost immediately 
Massachusetts residents found themselves waiting in line for hours when they had to register their 
automobiles or get their driver’s licenses. 

Drivers and car owners began paying a price: standing in line, which used time and 
energy that could otherwise have been used more productively. However, before we can make 
sensible efficiency judgments, we must be able to measure, or at least approximate, the value 
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of both the gains and the losses produced by the budget cut. To approximate the losses to car 
owners and drivers, we might ask how much people would be willing to pay to avoid standing 
in those long lines. 

One office estimated that 500 people stood in line every day for about | hour each. If each 
person were willing to pay just $2 to avoid standing in line, the damage incurred would be 
$1,000 (500 x $2) per day. If the registry were open 250 days per year, the reduction in labor 
force at that office alone would create a cost to car owners, conservatively estimated, of 
$250,000 (250 x $1,000) per year. 

Estimates also showed that taxpayers in Massachusetts saved about $80,000 per year by hav- 
ing fewer clerks at that office. If the clerks were reinstated, there would be some gains and some 
losses. Car owners and drivers would gain, and taxpayers would lose. However, because we can 
show that the value of the gains would substantially exceed the value of the losses, it can be 
argued that reinstating the clerks would be an efficient change. Note that the only net losers 
would be those taxpayers who do not own a car and do not hold driver’s licenses.' 

The Efficiency of Perfect Competition 

In Chapter 2, we discussed the “economic problem” of dividing up scarce resources among alter- 

native uses. We also discussed the three basic questions that all societies must answer, and we set 

out to explain how those questions are answered in a competitive economy. 

The three basic questions included: 

1. What gets produced? What determines the final mix of output? 

2. How is it-produced? How do capital, labor, and land get divided up among firms? In other 

words, what is the allocation of resources among producers? 
3. Who gets what is produced? What determines which households get how much? What is the 

distribution of output among consuming households? 

The following discussion of efficiency uses these three questions and their answers to prove 

informally that perfect competition is efficient. To demonstrate that the perfectly competitive 

system leads to an efficient, or Pareto optimal, allocation of resources, we need to show that no 

changes are possible that will make some people better off without making others worse off. 

Specifically, we will show that under perfect competition, (1) resources are allocated among firms 
efficiently, (2) final products are distributed among households efficiently, and (3) the system 

produces the things that people want. 

Efficient Allocation of Resources Among Firms The simple definition of : 

efficiency holds that firms must produce their products using the best available—that is, 

lowest-cost—technology. If more output could be produced with the same amount of inputs, 

it would be possible to make some people better off without making others worse off. 

The perfectly competitive model we have been using rests on several assumptions that assure 

us that resources in such a system would indeed be efficiently allocated among firms. Most 

important of these is the assumption that individual firms maximize profits. To maximize profit, 

a firm must minimize the cost of producing its chosen level of output. With a full knowledge of 

existing technologies, firms will choose the technology that produces the output they want at the 

least cost. 

There is more to this story than meets the eye, however. Inputs must be allocated across firms 

in the best possible way. If we find that it is possible, for example, to take capital from firm A and 

swap it for labor from firm B and produce more product in both firms, then the original allocation 

! You might wonder whether there are other gainers and losers. What about the clerks? In analysis like this, it is usually assumed 

that the citizens who pay lower taxes spend their added income on other things. The producers of those other things need to 

expand to meet the new demand, and they hire more labor. Thus, a contraction of 100 jobs in the public sector will open up 

_ 100 jobs in the private sector. If the economy is fully employed, the transfer of labor to the private sector 1s assumed to create no 

net gains or losses to the workers. 
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was inefficient. Recall our example from Chapter 2. Farmers in Ohio and Kansas both produce 

wheat and corn. The climate and soil in most of Kansas are best suited to wheat production, and 

the climate and soil in Ohio are best suited to corn production. Kansas should produce most of the 

wheat and Ohio should produce most of the corn. A law that forces Kansas land into corn produc- 

tion and Ohio land into wheat production would result in less of both—an inefficient allocation of 

resources. However, if markets are free and open, Kansas farmers will naturally find a higher return 

by planting wheat and Ohio farmers will find a higher return in corn. The free market, then, 

should lead to an efficient allocation of resources among firms. As you think back on Chapter as 

you should now see that societies operating on the production possibility frontier are efficiently 

using their inputs. 

The same argument can be made more general. Misallocation of resources among firms is 

unlikely as long as every single firm faces the same set of prices and trade-offs in input markets. 

Recall from Chapter 10 that perfectly competitive firms will hire additional factors of production 

as long as their marginal revenue product exceeds their market price. As long as all firms have 

access to the same factor markets and the same factor prices, the last unit of a factor hired will 

produce the same value in each firm. Certainly, firms will use different technologies and factor 
combinations, but at the margin, no single profit-maximizing firm can get more value out of a 

factor than that factor’s current market price. For example, if workers can be hired in the labor 

market at a wage of $6.50, all firms will hire workers as long as the marginal revenue product 

(MRP,) produced by the marginal worker (labor’s MRP, ) remains above $6.50. No firms will hire 

labor beyond the point at which MRP, falls below $6.50. Thus, at equilibrium, additional work- 

ers are not worth more than $6.50 to any firm, and switching labor from one firm to another will 

not produce output of any greater value to society. Each firm has hired the profit-maximizing 

amount of labor. In short: 

The assumptions that factor markets are competitive and open, that all firms pay the same 

prices for inputs, and that all firms maximize profits lead to the conclusion that the alloca- 

| tion of resources among firms is efficient. 

You should now have a greater appreciation for the power of the price mechanism in a mar- 

ket economy. Each individual firm needs only to make decisions about which inputs to use by 

looking at its own labor, capital, and land productivity relative to their prices. But because all 

firms face identical input prices, the market economy achieves efficient input use among firms. 

Prices are the instrument of Adam Smith’s “invisible hand,” allowing for*efficiency without 
explicit coordination or planning. ‘ 

Efficient Distribution of Outputs Among Households __ Even if the system is pro- 
ducing the right things and is doing so efficiently, these things still have to get to the right people. 
Just as open, competitive factor markets ensure that firms do not end up with the wrong inputs, 
open, competitive output markets ensure that households do not end up with the wrong goods 
and services. 

Within the constraints imposed by income and wealth, households are free to choose among 
all the goods and services available in output markets. A household will buy a good as long as that 
good generates utility, or subjective value, greater than its market price. Utility value is revealed in 
market behavior. You do not go out and buy something unless you are willing to pay at least the 
market price. 

Remember that the value you place on any one good depends on what you must give up to 
have that good. The trade-offs available to you depend on your budget constraint. The trade-offs 
that are desirable depend on your preferences. If you buy a $300 MP3 player, you may be giving . 
up a trip home. If I buy it, I may be giving up four new tires for my car. We have both revealed 
that the MP3 player is worth at least as much to us as all the other things that $300 can buy. As 
long as we are free to choose among all the things that $300 can buy, we will not end up with the 
wrong things; it is not possible to find a trade that will make us both better off. Again, the price 
mechanism plays an important role. Each of us faces the same price for the goods that we choose, 
and that in turn leads us to make choices that ensure that goods are allocated efficiently among 
consumers. 
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We all know that people have different tastes and preferences and that they will buy very 
different things in very different combinations. As long as everyone shops freely in the same 
markets, no redistribution of final outputs among people will make them better off. If you 
and I buy in the same markets and pay the same prices and I buy what I want and you buy 
what you want, we cannot possibly end up with the wrong combination of things. Free and 
open markets are essential to this result. 

Producing What People Want: The Efficient Mix of Output _ It does no good to 
produce things efficiently or to distribute them efficiently if the system produces the wrong 

things. Will competitive markets produce the things that people want? 

If the system is producing the wrong mix of output, we should be able to show that produc- 

ing more of one good and less of another will make people better off. To show that perfectly com- 

petitive markets are efficient, we must demonstrate that no such changes in the-finatimix of 
output are possible. _ or a 

The condition that ensures that the right things are produced is |P = MC\That is, in both the 

long run and the short run, a perfectly competitive firm will produce at t int where the price 
of its output is equal to the marginal cost of production. The logic is Meneales caak 

price and marginal cost, it weighs the value of its product to society at the margin against the 

value of the things that could otherwise be produced with the same resources. Figure 12.3 sum- 

marizes this logic. 

If Py > MC x, society gains value by producing more X. 

If Py < MCy, society gains value by producing /ess X. 

The value placed on good 2 by t-determined value of resources 

society through the market, or : d to produce a marginal unit of X. 

the social value of a marginal — e | Ses equal to the opportunity cost of 

unit of X. ta! ALS resources? lost production of 

t land, and so on). | 

« FIGURE12.3 The Key Efficiency Condition: Price Equals Marginal Cost 

The argument is quite straightforward. First, price reflects households’ willingness to pay. By 

purchasing a good, individual households reveal that it is worth at least as much as the other 

goods that the same money could buy. Thus, current price reflects the value that households place 

on a good. 

Second, marginal cost reflects the opportunity cost of the resources needed to produce a good. If a 

firm producing X hires a worker, it must pay the market wage. That wage must be sufficient to 

attract that worker out of leisure or away from firms producing other goods. The same argument 

holds for capital and land. 

Thus, if the price of a good-endsup greater than marginal-cost, producing more of it will 

generate benefits to households in excess of opportunity costs, and society gains. Similarly, if the 

price of a good ends up below marginal cost, resources are being used to produce something that 

households value less than opportunity costs. Producing less of it creates gains to society.’ 

[secew will produce the efficient mix of output if all firms equate price and marginal cost. 
Ta oe 

ra nores wes et whe atte 

2 It is important to understand that firms do not act consciously to balance social costs and benefits. In fact, the usual assumption 

is that firms are self-interested private profit maximizers. It just works out that in perfectly competitive markets, when firms are 

- weighing private benefits against private costs, they are actually (perhaps without knowing it) weighing the benefits and costs to 

society as well. 

ler goods or the value of the 
ces left unemployed (leisure, 
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ECONOMICS IN PRACTICE 

Ticket Scalping in the Electronic Age 
"A voluntary trade with two willing parties improves the well-being of both, and as long as no 

one else is harmed it is clearly efficient in the language of economics. But 1s 1t always fair? The 

following essay in the Boston Globe explores the issue. 

The value of scalping 

Boston Globe 

SECTION 10, Row M, seats 1 and 2—obstructed 

view. Lakers and Celtics at the Garden, seventh game 

of the 1984 NBA championship series. | spent two 

nights on Causeway Street to get “strips” to the play- 

offs that year. Nine dollars each! 
In those days there was no StubHub or eBay. We 

did have telephones, and people do talk to each 
other, so “they” found me—the deep-pocket guys, the 

people who have willingness and ability to pay. 

My 8-year-old daughter called to me in the shower 

the day before the final game. “Hey, Dad, there’s a 
woman on the phone who wants to buy your tickets 

to the game tomorrow. Want to sell?” 
“Tell her to jump in the Muddy River,” | screamed. 

She yelled back, “Maybe you should talk to her, 

Dad.” The woman was offering $500 each. 
A few weeks ago, single-game spring training tickets went on sale on the Red Sox Web 

site. | will be in Fort Myers when the Red Sox play the Yankees March 12, so | gave it a try. 
Finding myself in their “virtual waiting room,” | sat at my desk for about half an hour hoping 

to get a couple of reserved seats at the face value of $21. By the time | got out of the virtual 
queue, the game was sold out. | immediately logged onto StubHub, where dozens of tickets 

were offered at prices ranging up to $300. Today section 119 is selling for $400 a ticket. 

Scalpers today are much quicker and more organized than when | got that eall 23 years ago. 

But the logic is still the same. Ticket scalping is nothing more than the age-old law of 

supply and demand at work, and it illustrates the eternal tension between the entirely valid 

case for free markets and the cry that the market system can lead to unfair outcomes. 

The argument for unfettered scalping: You have something that | want (tickets), and 

| have something that you want (money). So we trade. Voluntary free exchange is evi- 

dence that the trade makes both parties better off, and the agent gets a commission for 
bringing them together. Everyone is better off than they would have been had the trade 

not occurred. The scalper has made a commission for providing a service, and no one is 

worse off. Stopping scalping clearly makes people less well off, and the state has no 
business getting involved. 

Admittedly, that leaves out a big part of the story. Why are the “cheap” tickets put out 

there in the first place? And who “should” get them? The Red Sox can’t sell tickets for what 
the market would bear; if they did, people would burn down Fenway Park. It is in the 
team’s long-term interest to have a broad, loyal, culturally and economically diverse fan 
base to support them no mater what. Besides, doesn’t the team really belong to the city? 
Having seats available at prices that the bulk of the population can afford seems only right. 

If you accept this argument, you probably would like to see scalping stopped. But 
can it be? Probably not. The problem is that the bulk of the population won’t fit in 
Fenway. And once the tickets hit the street, watch out for the market. History is littered 
with failed efforts to avoid allocating things by consumers’ willingness and ability to 
pay. State stores in the former Soviet Union that sold bread and meat at “fair prices” 
had shortages and long lines—and were undermined by a powerful black market. 
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_ If the system allocates a good (tickets or bread, say) to one group when there are 
others who are willing and able to pay more, potential buyers will be in touch. With 
today’s technology, there is virtually no way to prevent them from communicating with 
potential sellers. There will always be scalpers. 

On June 12, 1984, the Celtics beat the Lakers 111-102 on the parquet floor for the 
__ NBA championship. | was there in section 10. | was also there for the triple overtime 

against Phoenix in ’76 and the double overtime against Milwaukee in ’74. And | was 
there when Roberts stole second. | don’t know whether it was good or bad for society 
that | was in those seats, but | will never forget those games. 

| didn’t have to discuss where | got tickets with a government official. Nor should | 

have to. 

Source: By Karl E. Case | January 21, 2007. Karl E. Case is a professor of economics at Wellesley College. © Copyright 
2007 Globe Newspaper Company. 
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Figure 12.4 shows how a simple competitive market system leads individual households and & e a 

firms to make efficient choices in input and output markets. For simplicity, the figure assumes he a ‘4 
only one factor of production, labor. Households weigh the market wage against the value of . * 

leisure and time spent in unpaid household production. However, the wage is a measure of Ne ae \Y 

labor’s potential product because firms weigh labor cost (wages) against the value of the product \ 
produced and hire up to the point at which W = MRP,. Households use wages to buy market- \ 

ouseholds implicitly weigh the value of market-produced goods against Ne od produced goods. Thus, 
the value of leisure and household production. Se 

When a firm’s scale is balanced, it is earning maximum profit; when a household’s scale is 
balanced, it is maximizing utility. Under these conditions, no changes can improve social welfare. 
— 
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a FIGURE 12.4 Efficiency in Perfect Competition Follows from a Weighing of 

Values by Both Households and Firms 
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Perfect Competition versus Real Markets 

So far, we have built a model of a perfectly competitive market system that produces an efficient 

allocation of resources, an efficient mix of output, and an efficient distribution of output. The 

perfectly competitive model is built on a set of assumptions, all of which must hold for our con- 

clusions to be fully valid. We have assumed that all firms and households are price-takers in input 

and output markets, that firms and households have perfect information, and that all firms max- 

imize profits. 

hese assumptions do not always hold in real-world markets. When this is the case, the conclu- 

sion eS TG That Hee ane edie wp eee an efficient outcome. The remain- 

der of this chapter discusses some inefficiencies that occur naturally in markets and some of the 

strengths, as well as the weaknesses, of the market mechanism. We also discuss the usefulness of 

the competitive model for understanding the real economy. 

The Sources of Market Failure 
In suggesting some of the problems encountered in real markets and some of the possible solu- 

tions to these problems, the rest of this chapter previews the next part of this book, which focuses 

on the economics of market failure and the potential role of government in the economy. 

Market failure occurs when resources are misallocated, or allocated inefficiently. The result 

is waste or lost value. In this section, we briefly describe four important sources of market failure: 

(1) imperfect market structure, or noncompetitive behavior; (2) the existence of public goods; 

(3) the presence of external costs and benefits; and (4) imperfect information. Each condition 

results from the failure of one of the assumptions basic to the perfectly competitive model, and 

each is discussed in more detail in later chapters. Each also points to a potential role for govern- 

ment in the economy. The desirability and the extent of actual government involvement in the 

economy are hotly cree ‘gi taeaston 2) en eee at iis yet 

\ 

: ‘ > fuk ve AS on. 

Imperfect Markets 3) epbtul costs ad Lewfte 1) mer 

Until now, we have operated on the assumption that the number of buyers and sellers in each mar- 

ket is large. When each buyer and each seller is only one of a great many in the market, no individ- 

ual buyer or seller can independently influence price. Thus, all economic decision makers are by 

virtue of their relatively small size forced to take input prices and output prices as given. When this 

assumption does not hold—that is, when single firms have some control over price and potential 

competition—the result is imperfect competition and an inefficient allocation of resources. 

A Kansas wheat farmer is probably a “price-taker,” but Microsoft and Mitsubishi most cer- 

tainly are not. Many firms in many industries do have some control over price. The degree of 

control that is-_possible depends on the-character of competition in the industry. 
An industry that comprises just one firm producing a product for which there are no close 

substitutes is called a monopoly. Although a monopoly has no other firms with which to com- 

pete, it is still constrained by market demand. To be successful, the firm still has to produce some- 
thing that people want. Essentially, a monopoly must choose both price and quantity of output 
simultaneously because the amount that it will be able to sell depends on the price it sets. If the 
price is too high, it will sell nothing. Presumably, a monopolist sets price to maximize profit. That 

-price is generally significantly above average costs, and such a firm usually earns economic profits. 
In competition, economic profits will attract the entry of new firms into the industry. A 

rational monopolist who is not restrained by the government does everything possible to block 
any such entry to preserve economic profits in the long run. As a result, society loses the benefits 
of more products and lower prices. A number of barriers to entry can be raised. Sometimes a 
monopoly is actually licensed by government, and entry into its market is prohibited by law. 
Taiwan has only one beer company; many areas in the United States have only one local tele- 
phone company. Ownership of a natural resource can also be the source of monopoly power. If I 
buy up all the coal mines in the United States and I persuade Congress to restrict coal imports, no 
one can enter the coal industry and compete with me. 

Between monopoly and perfect competition are a number of other imperfectly competitive 
market structures. Oligopolistic industries are made up of a small number of firms, each with a 

ae —— 
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degree of price-setting power. Monopolistically competitive industries are made up of a large num- 
ber of firms that acquire price-setti wer by differentiating their products or by establishing a 
brand name. Only-General Mills can produce Wheaties, for example, and only Bayer AG can pro- 
duce Alka-Seltzer. In all imperfectly competitive industries, output is lower—the product is under- 
produced—and pu than it would be under perfect competition. The equilibrium 

= MC does not holdjand the system does not produce the most efficient product mix. 
In Chapter 13, we wi nstrate that firms with market power underproduce, the result is 

a deadweight loss of producer and consumer surplus. (See the discussion of deadweight loss in 
Chapter 4.) 

In the United States, many forms of noncompetitive behavior are illegal. A firm that attempts to 

monopolize an industry or that conspires with other firms to reduce competition risks serious penal- 

ties. The most famous recent antitrust case was brought by the Justice Department against Microsoft 
in the late 1990s. Microsoft was accused of attempting to monopolize the Internet browser market and 

other anticompetitive practices. In June 2000, the court agreed that Microsoft violated U.S. antitrust 

laws and ordered that Microsoft be broken up into two separate companies. Although the Microsoft 

breakup was stopped on appeal, Microsoft was convicted of violating the antitrust laws and is still 

involved in litigation. In 2007, Microsoft settled numerous cases in the courts of the European Union. 

Recently, three industries once thought to be “natural monopolies” are shifting away from 

government regulation toward becoming fully competitive industries: local telephone service, 

electricity, and natural gas. (All this is discussed in more detail in Chapters 13 and 14.) 

Public Goods 

A second major source of inefficiency lies in the fact that private producers do not find it in their 
best interest to produce everything that members of society want because for one reason or 

another they are unable to charge prices to reflect values people place on those goods. More 

specifically, there is a whole class of goods and services called public goods or social goods, 
that will be underproduced or not produced at all in a completely unregulated market economy.’ 

Public goods are goods and services that bestow collective benefits on society; they are, in a 

sense, collectively consumed. The classic example is national defense; but there are countless others— 

police protection, homeland security, preservation of wilderness lands, and public health, to name a 

few. These things are “produced” using land, labor, and capital just like any other good. Some public 

goods, such as national defense, benefit the whole nation. Others, such as clean air, may be limited to 

smaller areas+the air may be clean in a Kansas town but dirty in a southern California city. 

Public goods are consumed by everyone, not just by those who pay for them. Once the good is 

oroduiced be one can be excluded from enjoying its benefits. Producers of private goods, such as 

hamburgers, can make a profit because they do not hand over the product to you until you pay for 

it. The inability to exclude nonpayers from consumption of a public good makes it, not surpris- 

ingly, hard to charge people a price for the good. Chapters 3 through 11 centered on the produc- 

tion of private goods. 

If the provision of public goods were left to private profit-seeking producers with no power 

to force payment, a serious problem would arise. Suppose, for example, you value some public 

good, X. If there were a functioning market for X, you would be willing to pay for X. Suppose you 

are asked to contribute voluntarily to the production of X. Should you contribute? Perhaps you 

should on moral grounds, but not on the basis of pure self-interest. 

At least two problems can get in the way. First, because you cannot be excluded from using X 

for not paying, you get the good whether you pay or not. Why should you pay if you do not have 

to? Second, because public goods that provide collective benefits to large numbers of people are 

expensive to produce, any one person’s contribution is not likely to make much difference to the 

amount of the good ultimately produced. Would the national defense suffer, for example, if you 

did not pay your share of the bill? Probably not. Thus, nothing happens if you do not pay. The 

output of the good does not change much, and you get it whether you pay or not. Private provi- 

sion of public goods fails. A completely laissez-faire market system will not produce everything 

that all members of a society might want. Citizens must band together to ensure that desired 

_ public goods are produced, and this is generally accomplished through government spending 

financed by taxes. Public goods are the subject of Chapter 16. 

3 Although they are normally referred to as public goods, many of the things we are talking about are services. 
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Externalities 

A third major source of inefficiency is the existence of external costs and benefits. An externality 

is a cost or benefit imposed or bestowed on an individual or a group that is outside, or external to, 

the transaction—in other words, something that affects a third party. In a city, external costs are 

pervasive. The classic example is air or water pollution, but there are thousands of others, such as 

noise, congestion, and your house painted a color that the neighbors think is ugly. Global warm- 

ing is an externality at the level of the world. 

Not all externalities are negative, however. For example, housing investment may yield bene- 

fits for neighbors. A farm located near a city provides residents in the area with nice views anda 

less congested environment. 

Externalities are a problem only if decision makers do not take them into account. The logic 

of efficiency presented earlier in this chapter required that firms weigh social benefits against 

social costs. If a firm in a competitive environment produces a good, it is because the value of that 

good to society exceeds the social cost of producing it—this is the logic of P = MC. If social costs 

or benefits are overlooked or left out of the calculations, inefficient decisions result. In essence, if 

the calculation of either MC or P in the equation is “wrong,” equating the two will clearly not lead 

to an optimal result. 
The market itself has no automatic mechanism that provides decision makers an incentive to 

consider external effects. Through government, however, society has established over the years a 

number of different institutions for dealing with externalities. Tort law, for example, is a body of 

legal rules that deal with third-party effects. Under certain circumstances, those who impose 

costs are held strictly liable for them. In other circumstances, liability is assessed only if the cost 

results from “negligent” behavior. Tort law deals with small problems as well as larger ones. If 

your neighbors spray their lawn with a powerful chemical and kill your prize shrub, you can take 

them to court and force them to pay for it. 

The effects of externalities can be enormous. For years, companies piled chemical wastes 

indiscriminately into dump sites near water supplies and residential areas. In some locations, 

those wastes seeped into the ground and contaminated the drinking water. In response to the evi- 

dence that smoking damages not only the smoker but also others, governments have increased 

prohibitions against smoking on airplanes and in public places. In 1997, attorneys general for a 

majority of states approved a tentative agreement with the tobacco industry to pay billions of dol- 

lars in damage claims to avoid pending lawsuits filed on behalf of citizens damaged by smoking or 

breathing secondhand smoke. In July 2005, the Justice Department asked the Supreme Court for 

the legal authority to seek $280 billion in damages from the tobacco industry. In 2007, scientists 

working under the auspices of the United Nations released a report suggesting that the worldwide 

externalities from a range of production and consumption choices were likely to be enormous. 

For years, economists have suggested that a carefully designed set of taxes and subsidies 

could help to “internalize” external effects. For example, if a paper mill that pollutes the air and 

waterways is taxed in proportion to the damage caused by that pollution, the mill will consider 
those costs in its production decisions. 

Sometimes interaction among and between parties can lead to the proper consideration of 
externality without government involvement. If someone plays a radio loudly on the fourth floor 
of your dormitory, that person imposes an externality on the other residents of the building. The 
residents, however, can get together and negotiate a set of mutually acceptable rules to govern 
radio playing. The market does not always force consideration of all the costs and benefits of 
decisions. Yet for an economy to achieve an efficient allocation of resources, all costs and benefits 
must be weighed. We discuss externalities in detaitin-Chapter 16. 

Imperfect Information 
The fourth major source of inefficiency is imperfect information on the part of buyers and 
sellers. The conclusion that markets work efficiently rests heavily on the assumption that con- 
sumers and producers have full knowledge of product characteristics, available prices, and so on. 
The absence of full information can lead to transactions that are ultimately disadvantageous. 

Some products are so complex that consumers find it difficult to judge the potential benefits 
and costs of purchase. Buyers of life insurance have a very difficult time sorting out the terms of 
the more complex policies and determining the true “price” of the product. Consumers of almost 
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any service that requires expertise, such as plumbing and medical care, have a hard time evaluat- 
ing what is needed, much less how well it is done. It is difficult for a used-car buyer to find out the 
true “quality” of the cars in Big Jim’s Car Emporium. 

Some forms of misinformation can be corrected with simple rules such as truth-in-advertising 
regulations. In some cases, the government provides information to citizens; job banks and con- 
sumer information services exist for this purpose. In certain industries, such as medical care, there 
is no clear-cut solution to the problem of noninformation or misinformation. We discuss all these 
topics in detail in Chapter 16. 

Evaluating the Market Mechanism 
Is the market system good or bad? Should the government be involved in the economy, or should 

it leave the allocation of resources to the free market? So far, our information is mixed and 
incomplete. To the extent that the perfectly competitive model reflects the way markets really 

operate, there seem to be some clear advantages to the market system. When we relax the assump- 

tions and expand our discussion to include noncompetitive behavior, public goods, externalities, 

and the possibility of imperfect information, we see at least a potential role for government. 

The market system does seem to provide most participants with the incentive to weigh costs 

and benefits and to operate efficiently. Firms can make profits only when a demand for their 

products exists. If there are no externalities or if such costs or benefits are properly internalized, 

firms will weigh social benefits and costs in their production decisions. Under these circum- 

stances, the profit motive should provide competitive firms with an incentive to minimize cost 

and to produce their products using the most efficient technologies. Likewise, competitive input 

markets should provide households with the incentive to weigh the value of their time against the 

social value of what they can produce in the labor force. 

However, markets are far from perfect. Freely functioning markets in the real world do not 

always produce an efficient allocation of resources, and this result provides a potential role for gov- 

ernment in the economy. Many have called for government involvement in the economy to correct 

for market failure—that is, to help markets function more efficiently. As you will see, however, 

many believe that government involvement in the economy creates more inefficiency than it cures. 

An example of inefficiency brought about by government regulation was discussed in 

Chapter 4. If market-determined prices bring supply and demand into equilibrium, the total value 

of consumer, surplus plus producer surplus will be maximized. Often the government imposes 

price ceilings and price floors in the name of fairness or equity. An example of a price ceiling is rent 

control. By holding price below equilibrium, the quantity supplied is reduced and the quantity 

demanded is increased. The result is a deadweight loss. An example of a price floor is the minimum 

wage that holds the wage rate above equilibrium in the labor market. 

In addition, we have thus far discussed only the criterion of efficiency; but economic systems 

and economic policies must be judged by many other criteria, not the least of which is equity, or 

fairness. Indeed, some contend that the outcome of any free market is ultimately unfair because 

some become rich while others remain poor. 

Part III, which follows, explores in greater depth the issue of market imperfections and gov- 

ernment involvement in the economy. 

Bela Viv Mi As heey 

GENERAL EQUILIBRIUM ANALYSIS p. 242 2. A general equilibrium exists when all markets in an economy 

are in simultaneous equilibrium. An event that disturbs the 

equilibrium in one market may disturb the equilibrium in 

many other markets as well. Partial equilibrium analysis can 

be misleading because it looks only at adjustments in one 

isolated market. 

1. Both firms and households make simultaneous choices in 

input and output markets. For example, input prices deter- 

mine output costs and affect firms’ output supply decisions. 

Wages in the labor market affect labor supply decisions, 

income, and ultimately the amount of output households 

can and do purchase. 
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ALLOCATIVE EFFICIENCY AND COMPETITIVE 
EQUILIBRIUM p. 246 

THE SOURCES OF MARKET FAILURE p. 254 

sh When the assumptions of perfect competition do not hold, 

the conclusion breaks down that free, unregulated markets 3. An efficient economy is one that produces the goods and ser- 

vices that people want at the least possible cost. A change is will produce an efficient allocation of resources. 

said to be efficient if it makes some members of society bet- 10. An imperfectly competitive industry is one in which single 

ter off without making others worse off. An efficient, or firms have some control over price and competition. Forms 
Pareto optimal, system is one in which no such changes are of imperfect competition include monopoly, monopolistic 

possible. competition, and oligopoly. In all imperfectly competitive 

4, If a change makes some people better off and some people industries, output is lower and price is higher than they 

worse off but it can be shown that the value of the gains 
exceeds the value of the losses, the change is said to be 
potentially efficient or simply efficient. i; 

would be in perfect competition. Imperfect competition is a 

major source of market inefficiency. 

Public, or social, goods bestow collective benefits on members 

5. If all the assumptions of perfect competition hold, the result of society. Because the benefits of social goods are collective, 

is an efficient, or Pareto optimal, allocation of resources. To people cannot, in most cases, be excluded from enjoying 
prove this statement, it is necessary to show that resources them. Thus, private firms usually do not find it profitable to 
are allocated efficiently among firms, that final products are produce public goods. The need for public goods is thus 

distributed efficiently among households, and that the sys- another source of inefficiency. 

tem produces what people want. 12. An externality is a cost or benefit that is imposed or 
6. The assumptions that factor markets are competitive and bestowed on an individual or a group that is outside, or 

efficiency, p. 242 

externality, p. 256 

general equilibrium, p. 242 

imperfect competition, p. 254 

open, that all firms pay the same prices for inputs, and that 
all firms maximize profits lead to the conclusion that the 
allocation of resources among firms is efficient. 

. People have different tastes and preferences, and they buy 
very different things in very different combinations. As long 
as everyone shops freely in the same markets, no redistribu- 
tion of outputs among people will make them better off. 
This leads to the conclusion that final products are distrib- 
uted efficiently among households. 

. Because perfectly competitive firms will produce as long as 
the price of their product is greater than the marginal cost of 
production, they will continue to produce as long as a gain 
for society is possible. The market thus guarantees that the 
right things are produced. In other words, the perfectly com- 
petitive system produces what people want. 

Usk 

external to, the transaction. If such social costs or benefits 

are overlooked, the decisions of households or firms are 

likely to be wrong or inefficient. 

Market efficiency depends on the assumption that buyers have 
perfect information on product quality and price and that firms 
have perfect information on input quality and price. Imperfect 
information can lead to wrong choices and inefficiency. 

EVALUATING THE MARKET MECHANISM op. 257 

14. Sources of market failure—such as imperfect markets, public 
goods, externalities, and imperfect information—are consid- 
ered by many to justify the existence of government and gov- 
ernmental policies that seek to redistribute costs and income 
on the basis of efficiency, equity, or both. 

’ 

‘ 

~~ 

REVIEW TERMS AND CONCEPTS 

monopoly, p. 254 

imperfect information, p. 256 

market failure, p. 254 

Pareto efficiency or Pareto optimality, p. 248 

partial equilibrium analysis, p. 242 

private goods, p. 255 

public goods or social goods, p. 255 

Key efficiency condition in perfect 
competition: Py = MCy 

PROBLEMS 

Visit www.myeconlab.com to complete the problems marked in orange online. You will receive 

2. Numerous times in history, the courts have issued consent 
decrees requiring large companies to break up into smaller 
competing companies for violating the antitrust laws. The two 
best-known examples are American Telephone and Telegraph 
(AT&T) in the 1980s and Microsoft 20 years later. (AT&T was 
broken up into the “Baby Bells”; but the Microsoft breakup was 
successfully appealed, and the breakup never occurred.) 

instant feedback on your answers, tutorial help, and access to additional practice problems. 

9 Cell phones have become very popular. At the same time, new 

technology has made them less expensive to produce. Assuming 

that the technological advance caused cost curves to shift down- 

ward at the same time that demand was shifting to the right, 

draw a graph or graphs to show what will happen in the short 
run and in the long run. 
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Many argue that breaking up a monopoly is a Pareto-efficient 
change. This interpretation cannot be so because breaking up a 
monopoly makes its owners (or shareholders) worse off. Do you 
agree or disagree? Explain your answer. 

4 [Related to the Economics in Practice on p. 247] The first 

Economics in Practice in this chapter describes the adjustment of 

the corn and wheat markets to the massive U.S. subsidy given to 

ethanol production. The subsidy drives up the prices of other 

agricultural goods such as wheat and substantially raises the 

value of farmland. How would this story change if oil prices 

were to rise extensively at the same time? if oil prices were to 

fall? Trace these changes on the economy using supply and 

demand curves. 

For each of the following, tell a story about what is likely to hap- 

pen in labor and capital markets using the model of the whole 

economy that we developed over the first 11 chapters. 

a. A sharp drop in demand for automobiles raises the unem- 

ployment rate in Flint, Michigan, and cuts into the profits of 

local gas stations where my nephew lost his job. 

b. As the baby boomers age, many of them are moving back to 

the city. They are also buying smaller units. This will have a 

big effect on owners of suburban homes who find their 

home values falling. 

c. In 2007-2008, the mortgage markets crashed. This led to a 

serious decline in the availability of credit to buyers who, a 

couple of years ago, were able to borrow far more than they 

needed. 

GIA medium-sized bakery has just opened in Slovakia. A loaf of 

bread is currently selling for 14 koruna (the Slovakian currency) 

over and above the cost of intermediate goods (flour, yeast, and 

so on). Assuming that labor is the only variable factor of pro- 

duction, the following table gives the production function for 

the bread. 

WORKERS LOAVES OF BREAD 

as 0 

1 15 

2 30 

3 42 

4 52 

5 60 

6 66 

*§ 70 

a. Suppose the current wage rate in Slovakia is 119 koruna per 

hour. How many workers will the bakery employ? 

b. Suppose the economy of Slovakia begins to grow, incomes 

rise, and the price of a loaf of bread is pushed up to 

20 koruna. Assuming no increase in the price of labor, how 

many workers will the bakery hire? 

c. An increase in the demand for labor pushes up wages to 

125 koruna per hour. What impact will this increase in 

cost have on employment and output in the bakery at the 

20-koruna price of bread? 

d. If all firms behaved like our bakery, would the allocation of 

resources in Slovakia be efficient? Explain your answer. 

Country A has soil that is suited to corn production and yields 

135 bushels per acre. Country B has soil that is not suited for 

corn and yields only 45 bushels per acre. Country A has soil that 

is not suited for soybean production and yields 15 bushels per 
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acre. Country B has soil that is suited for soybeans and yields 

35 bushels per acre. In 2004, there was no trade between A and 

B because of high taxes and both countries together produced 

huge quantities of corn and soybeans. In 2005, taxes were elimi- 

nated because of a new trade agreement. What is likely to hap- 

pen? Can you justify the trade agreement on the basis of Pareto 

efficiency? Why or why not? 

Do you agree or disagree with each of the following statements? 

Explain your answer. 
a. Housing is a public good and should be produced by the 

public sector because private markets will fail to produce it 

efficiently. 
b. Monopoly power is inefficient because large firms will pro- 

duce too much product, dumping it on the market at artifi- 

cially low prices. 

c. Medical care is an example of a potentially inefficient market 

because consumers do not have perfect information about 

the product. 

@} [Related to the Economics in Practice on p. 252] The Economics 

in Practice on ticket scalping argues that it is “efficient” for tickets 

to sporting events to find their way into the hands of those willing 

and able to pay the most. After all, if you and I make a trade 

freely, we are both better off after the trade. The result is a “Pareto 

improvement.” It also was argued earlier in the chapter that 

opportunities for such trades are rare in market economies. If we 

all shop in the same stores and face the same prices, we end up 

with those goods and services that we want the most. But when 

goods sell for different prices to different people, trading becomes 

common. In 1989, the Berlin Wall separating East Germany and 

West Germany was dismantled, allowing people to move freely 

across the border. On the east side, many goods, including bread 

and meat, were sold at state stores at very low prices on grounds 

of fairness. In fact, on that side of the wall, prices of goods did not 

reflect the costs of production. Think of some changes that were 

likely to have occurred soon after the wall came down. What 

opportunities existed for Pareto improvements? Also consider the 

reallocation of inputs (capital, labor, and land). Reread the sec- 

tion “Efficient Allocation of Resources Among Firms” to help you 

answer this question. 

©) Which of the following are examples of Pareto-efficient 

10. 

changes? Explain your answers. 

a. Cindy trades her laptop computer to Bob for his old car. 

b. Competition is introduced into the electric industry, and 

electricity rates drop. A study shows that benefits to con- 

sumers are larger than the lost monopoly profits. 

c. A high tax on wool sweaters deters buyers. The tax is 

repealed. 

d. A federal government agency is reformed, and costs are cut 

23 percent with no loss of service quality. 

A major source of chicken feed in the United States 1s 

anchovies, small fish that can be scooped out of the ocean at 

low cost. Every 7 years, when the anchovies disappear to 

spawn, producers must turn to grain, which is more expensive, 

to feed their chickens. What is likely to happen to the cost of 

chicken when the anchovies disappear? What are substitutes 

for chicken? How are the markets for these substitutes 

affected? Name some complements to chicken. How are the 

markets for these complements affected? How might the allo- 

cation of farmland be changed as a result of the disappearance 

of anchovies? 
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c. A mugger steals your wallet. 

d. You take a taxi ride in downtown Manhattan during rush hour. 
@@% suppose two passengers end up with a reservation for the last 

seat on a train from San Francisco to Los Angeles. Two alterna- 

tives are proposed: Each instance that follows is an example of one of the four types 

con of market failure discussed in this chapter. In each case, identify 

Dips cliahe nickeato tire iiehesebieder the type of market failure and defend your choice briefly. 

Compare the two options from the standpoint of efficiency and p a. An auto repair shop convinces you that you need a $2,000 

equity. $ valve job when all you really need is an oil change. 

Everyone in a neighborhood would benefit if an empty lot 

were turned into a park, but no entrepreneur will come for- 

ward to finance the transformation. 
. Someone who lives in an apartment building buys a Gretchen 

Wilson CD and then blasts it at full volume at 3 A.M. 
4 ff d. The only two airlines flying direct between St. Louis and 

Atlanta make an agreement to raise their prices. 

Assume that there are two sectors in an economy: goods (G) DY b. 

and services (S). Both sectors are perfectly competitive, with 

large numbers of firms and constant returns to scale. As income 

rises, households spend a larger portion of their income on S 

and a smaller portion on G. Using supply and demand curves 

for both sectors and a diagram showing a representative firm in 

each sector, explain what would happen to output and prices in 

the short run and the long run in response to an increase in 

income. (Assume that the increase in income causes demand for 

Two factories in the same town hire workers with the same 
skills. Union agreements require factory A to pay its workers 

G to shift left and demand for S to shift right.) In the long run, 

what would happen to employment in the goods sector? in the 

service sector?( Hint: See Figure 12.2 on p. 246.) 

Which of the following are actual Pareto-efficient changes? 

Explain briefly. 

a. You buy three oranges for $1 from a street vendor. 

b. You are near death from thirst in the desert and must pay a 

passing vagabond $10,000 for a glass of water. 

$10 per hour, while factory B must pay $6 per hour. Each fac- 

tory hires the profit-maximizing number of workers. Is the allo- 

cation of labor between these two factories efficient? Explain 

why or why not. 
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Monopoly and 
Antitrust Policy 

You may own an iPod by Apple and 

a computer that runs Windows 

software by Microsoft. Each of these 

firms has faced lawsuits accusing it 

CHAPTER OUTLINE 

Imperfect 
Competition and 
Market Power: Core 

of exercising monopoly power. On nish! ) A Concepts p. 261 
r > > a 

. 26 

New Year’s Day 2008, a lawsuit filed , . ae PiauaY § , ‘  ~e Forms of Imperfect 
against Apple charged the firm with . +’ 
eaters ts. ‘ y Competition and Market 

maintaining an illegal monopoly ~ ‘ Boundaries 

on the digital music market.” By f 

1992, Microsoft had captured 

90 percent of the market for PC 

operating systems. After years of 

scrutiny, the government concluded 

Price and Output 
Decisions in Pure 

Monopoly 
Markets . 263 

Demand in Monopoly 

in 1999 that Microsoft was “exercis- 2 = Markets 

ing illegal monopoly power” and Perfect Competition and 

ordered the company split in two. A judge overturned the order, and Microsoft eventually agreed to Monopoly Compared 
Monopoly in the Long Run: 

Barriers to Entry 

The Social Costs of 
Monopoly ».273 

behave more competitively. What is a monopoly, and why are there laws that make it illegal? 

In earlier chapters, we described in some detail the workings and benefits of perfect compe- 

tition. The fact of market competition and undifferentiated or homogeneous products limited 

the choice of firms in those markets. Firms decided how much to produce and how to produce; 

but in setting prices, they looked to the market. Moreover, because of entry and competition, 

firms could do no better than earn the opportunity cost of capital in the long run; there were no 

excess profits. For firms such as Apple and Microsoft, economic decision making is richer and so 

is the potential for profit making. 

In the next three chapters, we explore markets in which competition is limited, either by the 

fewness of firms or by product differentiation. After a brief discussion of market structure in gen- 

eral, this chapter will focus on monopoly markets. Chapter 14 will cover oligopolies, while 

Inefficiency and 
Consumer Loss 

Rent-Seeking Behavior 

Price 
Discrimination p. 275 

Examples of Price 

Discrimination 

Remedies for 
Monopoly: Antitrust 
Policy p.277 

Chapter 15 will deal with monopolistic competition. 

Major Antitrust Legislation 

Imperfect Competition and Market Power: eae eee be 
‘ (e ncepts Review and a Look 

ore O P 
Ahead >. 279 

A market or industry in which individual firms have some control over the price of their output ea 

is imperfectly competitive. All firms in an imperfectly competitive market have one thing in imperfectly 

common: They exercise market power, the ability to raise price without losing all of the quan- ompetitive industry 

tity demanded for their product. Imperfect competition and market power are major sources of / /An industry in which individual 

inefficiency. Imperfect competition does not mean that no competition exists in the market. In Firms have somecono over 

some imperfectly competitive markets, competition occurs in more arenas than in perfectly com- the prceorineiroarpur: = 

petitive markets. Firms can differentiate their products, advertise, improve quality, market SS ipo par 

ee 

aggressively, cut prices, and so on. But in this competition, we see evidence of some market power. imperfectly competitive rns 

What do we mean when we say that a firm has control over its prices? All firms have the ability to raise pricewithout | 

ability to put a sticker price on their products that is higher than what is charged by the rest of the losing all of the quantity 

market. But if the firm is selling a T-shirt identical to those produced by hundreds of other firms, demanded for its product. 

setting a higher price will generate no sales. All the potential customers will go elsewhere. ae, 



262 PART IM Market Imperfections and the Role of Government 

pure monopoly An 
industry with a single firm that 

produces a product for which 

there are no close substitutes 

and in which significant 

barriers to entry prevent other 

firms fre from entering the 

eee for Pa 

> FIGURE 13.1 The 
Boundary of a Market 
and Elasticity 
We can define an industry as 

broadly or as narrowly as we like. 
The more broadly we define the 
industry, the fewer substitutes 

there are; thus, the less elastic’ the less elastic 
the demand far thaeinetastry’s 
product is likely to be. A monop- 

oly is an industry with one firm 
that produces a product for 

which there are no close substitutes. 

The producer of brand X ham- 

burger cannot properly be called 
a monopolist because this pro- 

ducer has no control over market 

price and there are many substi- 
tutes for brand X hamburger. 

In the marketplace, we often see T-shirts being sold at different prices and still attracting cus- 

tomers. Shirts with a sports logo generally sell for more that those without; well-known designers 

can sell their T-shirts for even higher prices. Some customers see these T-shirts as being different 

from one another. Firms that convince customers that their and that keep other 

firms from imitating them have a chance of preserving economic profits. These firms have mar- 

ket power; they do all their customers when they raise prices. 
Sere 

Forms of Imperfect Competition and Market Boundaries 
Once we move away from perfectly competitive markets, with its assumption of many firms and 

undifferentiated products, there is a range of other possible market structures. At one extreme 

from the perfectly competitive firm lies the monopoly. A monopoly is an industry with a single 

firm in which the entry of new firms is blocked. An oligopoly is an industry in which there is a 

small number of firms, each large enough to have an impact on the market price of its outputs. 

Firms that differentiate their products in industries with many producers and free entry are 

called monopolistic competitors. We begin our discussion in this chapter with monopoly. 

What do we mean when we say that a monopoly firm is the only firm in the industry? In 

practice, given the prevalence of branding, many firms, especially in the consumer products mar- 

kets, are alone in producing a specific product. Proctor & Gamble (P&G), for example, is the only 

producer of Ivory soap. Coca-Cola is the only producer of Coke Classic. And yet we would call 

neither firm monopolistic because for both, many other firms produce proslucts That aFe close 

substitutes. Instead of drinking Coke, we could drink Pepsi; instead of washing with Ivory, we we 

could wash with Dove. To be meaningful, therefore, our definition of a monopolistic industry 

must be more precise. We define a pure monopoly as an industry (1) with a single fi firm that 

produces a product for which there are ae and (2) in which significant bai barriers to 

Bea ey Stated firms from entering the industry to competé for profit. =—— 
As we think about the issue of product substitutes and market power, it is useful to recall the 

structure of the competitive market. Consider a firm producing an undifferentiated brand of 

burger meat, Brand X burger. As we show in Figure 13.1 the demand this firm faces is horizontal, 

perfectly elastic. The demand for hamburgers as a whole, however, likely slopes down. While 
there are substitutes for hamburgers, they are not perfect and some people will continue to con- 

sume hamburgers even with a price increase. As we broaden the category we a re considering, the the 

substitution possibilities o e the category fall, and demand becomes quite inelastic, as for 
example for food in general. a ee 
a 

=< 

= 
A 
~ 
c=] 

c 
= 
-_ 

o 
a. 

o 
oO 
= 
oO Price per unit ($) 

0 Demand for 
Brand X hamburger 

a 

9 Demand for hamburger 

>) 

Price per unit ($) Price per unit ($) Price per unit ($) 

0 Demand for beef 0 Demand for meat Demand for food 
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In practice, figuring out which products are close substitutes for one another to determine 
monopoly power can be difficult. Are hamburgers and hot dogs close substitutes so that a ham- 
burger monopoly would have little power to raise prices? Are debit cards and checks close substi- 
tutes for credit cards so that credit card firms have little market power? The courts in a recent 
antitrust case said no. How much does the availability of peanut butter affect the ability of major 
canned tuna producers to raise their prices? Is Microsoft a monopoly, or does it compete with 
Linux and Apple for software users? These are questions that occupy considerable time for econ- 
omists, lawyers, and the antitrust courts. In the Economics in Practice on p. 279, we explore the 
issue of product definition in the context of natural foods. 

Price and Output Decisions in Pure 
Monopoly Markets 
Consider a market in which we have a single firm producing a good for which there are few substi- 
tutes. How does this profit-maximizing monopolist choose its output levels? How does the monop- 
olist take into account the fact that when it raises its prices it will lose at least some customers? 

Assume initially that our pure monopolist buys in competitive input markets. Even though 
the firm is the only one producing for its product market, it is only one among many firms buy- 
ing factors of production in input markets. The local telephone company must hire labor like any 
other firm. To attract workers, the company must pay the market wage; to buy fiber-optic cable, 
it must pay the going price{ In these input markets, the monopolistic firm is a price-taker, 

On the cost side of the profit equation, a pure monopolist does not differ from a perfect | 

competitor. Both choose the technology that minimizes the cost of production. The cost curve of 

each represents the minimum cost of producing each level of output. The difference arises on the 

revenue, or demand, side of the equation, where we begin our analysis. 

Demand in Monopoly Markets 

A perfectly competitive firm, you will recall, faces a fixed, market-determined price, and we 

assume that it can sell all it wants to sell at that price. The firm is constrained only by its current 

capacity in the short rurt. The demand curve facing such a firm is thus a horizontal line, as shown 

in Figure 13.2. Raising the price of its product means losing all demand because perfect substi- 

tutes are available. The perfectly competitive firm has no incentive to charge a lower price either 

since it can sell all it wants at the market price. 

Because a perfectly competitive firm can charge only one price, regardless of the output level 

chosen, its marginal revenue—the additional revenue that it earns by raising output by 1 unit—is 

important bec “maximizing firm will increase output as long as marginal revenue 

simply the price of the output, or P* = $5 in Figure 13.2. Remember that marginal revenue | 

exceeds marginal cost. 
“fhe most important difference between perfect competition and monopoly is that with one 

firm in a monopoly market, there is no distinction between the firm and the industry. In a 

monopoly, the firm is the industry. a the demand _curve facing the 

firm, and the total quantity supplied in the market is what the firm decides to produce. 

To proceed, we need a few more assumptions. First, we assume that a monopolistic firm can- 

not price discriminate. It sells its product to all demanders at the same price. (Price discrimination 

means selling to different consumers or groups of consumers at different prices and will be dis- 

cussed later in this chapter.) 

We also assume that the monopoly faces a known demand curve. That is, we assume that the 

firm has enough information to predict how households will react to different prices. (Many 

firms use statistical methods to estimate the elasticity of demand for their products. Other firms 

may use less formal methods, including trial and error, sometimes called “price searching.” All 

firms with market power must have some sense of how consumers are likely to react to various 

prices.) By knowing the demand curve it faces, the monopolist understands that when it chooses 

an output level, Q, that choice will affect the price it can obtain. In contrast, the competitive firm 

reacts to a fixed market price that its output level does not influence. Stated somewhat differently, 

the monopolist chooses the point on the market demand curve where it wants to be. 

— ots 5 te 

AU eed Aa 
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a. The industry b. A representative perfectly competitive firm 

S 

E P=MR 
% P*=$5 P* = $5 
Ou 

3 
Me 

a¥ 

D 

0 0 
Units of output, Q Units of output, q 

a FIGURE 13.2 The Demand Curve Facing a Perfectly Competitive Firm Is 

Perfectly Elastic 
Perfectly competitive firms are price-takers; they are small relative to the size of the market and thus cannot 

influence market price. The implication is that the demand curve facing a perfectly competitive firm is per- 

fectly elastic. If the firm raises its price, it sells nothing and there is no reason for the firm to lower its price if 

it can sell all it wants at P* = $5. 

Marginal Revenue and Market Demand Just like a competitive firm, a profit- 
maximizing monopolist will continue to produce output as long as marginal revenue exceeds 

marginal cost. Because the market demand-curve-ts the demand curve for a monopoly and the 

monopolist’s output choices influence the price it can get, a monopolistic firm faces a downward- 

sloping demand curve. The downward slope of the demand curve creates-a-wedge between price 

and marginal revenue. We explain below. 

Consider the hypothetical demand schedule in Table 13.1. Column 3 lists the total revenue 

that the monopoly would take in at different levels of output. If it were to produce | unit, that 

unit would sell for $10, and total revenue would be $10. Two units would sell for $9 each, in 

which case total revenue would be $18. As column 4 shows, marginal revenue from the second 

unit would be $8 ($18 minus $10). Notice that the marginal revenue from increasing output from 

1 unit to 2 units ($8) is Jess than the price of the second unit ($9). ie 2 

Now consider what happens when the firm considers setting productign at 4 units instead 

of 3. The fourth unit would sell for $7, but because the firm cannot price discriminate, it must 

sell all 4 units for $7 each. Had the firm chosen to produce only 3 units, it could have sold those 

3 units for $8 each. Thus, offsetting the revenue gain of $7 is a revenue loss of $3—that is, $1 for 

each of the 3 units that would have sold at the higher price. The marginal revenue of the fourth 

unit is $7 minus $3, or $4, which is considerably below the price of $7. (Remember, unlike a 

monopoly, a perfectly competitive firm does not have to charge a lower price to sell more. Thus, 

P = MR in competition.) For a monopolist, an increase in output involves not just producing 

more and selling it, but also reducing the price of its output to sell it. "ey 

Marginal revenue can also be derived by looking at the change in total revenue as output 

changes by 1 unit. At 3 units of output, total revenue is $24. At 4 units of output, total revenue is 
$28. Marginal revenue is the difference, or $4. 

Moving from 6 to 7 units of output actually reduces total revenue for the firm. At 7 units, 
marginal revenue is negative. Although it is true that the seventh unit will sell for a positive price 
($4), the firm must sell all 7 units for $4 each (for a total revenue of $28). If output had been 
restricted to 6 units, each would have sold for $5. Thus, offsetting the revenue gain of $4 is a rev- 
enue loss of $6—that is, $1 for each of the 6 units that the firm would have sold at the higher 
price. Increasing output from 6 to 7 units actually decreases revenue by $2. Figure 13.3 graphs the 
marginal revenue schedule derived in Table 13.1. Notice that at every level of output except 
1 unit, marginal revenue is below price. Marginal revenue turns from positive to negative after 
6 units of output. When the demand curve is a straight line, the marginal revenue curve bisects 
the quantity axis between the origin and the point where the demand curve hits the quantity axis, 
as in Figure 13.4. 
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TABLE 13.1 Marginal Revenue Facing a Monopolist 

‘ Uy (2) (3) (4) 
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0 $11 0 S 
1 10 $10 $10 

2 9 18 8 

3 8 24 6 

* 7 28 4 

S 6 30 2 
6 S 30 0 

ji + 28 2 

8 3 24 —4 
2 2 18 eo 

10 1 10 = 

* 4 FIGURE 13.3 Marginal 
T Revenue Curve Facing a 

Monopolist 
9 At every level of output except 
8 1 unit, a monopolist’s marginal 

- revenue (MR) is below price. This 

: is so because (1) we assume that 

the monopolist must sell all its 

5 product at a single price (no 
price discrimination) and (2) to 

Price per unit ($) 

4 : ; 
raise output and sell it, the firm 

3 | Demand must lower the price it charges. 

2 Selling the additional output will 
raise revenue, but this increase is 

1 @ offset somewhat by the lower 

0 | price charged for all units sold. 

=a Therefore, the increase in rev- 

MR enue from increasing output by 
1 (the marginal revenue) is less 
than the price. 

Units of output, Q 

Look carefully at Figure 13.4. What you can see in the diagram is that a monopoly’s marginal 

revenue curve shows the change in total revenue that results as a firm moves along the segment of 

the demand curve that lies directly above it. Consider starting at an output of 0 units per period 

in the top panel of Figure 13.4. At 0 units, of course, total revenue (shown in the bottom panel) is 

zero because nothing is sold. To begin selling, the firm must lower the product price. Marginal 

revenue is positive, and total revenue begins to increase. To sell increasing quantities of the good, 

the firm must lower its price more and more. As output increases between zero and Q* and the 

firm moves down its demand curve from point A to point B, marginal revenue remains positive 

and total revenue continues to increase. The quantity of output {Q)is-rising, which tends to push 

total revenue (P x Q) up. At the same time, the price of output (P) is falling, which tends to push 

total revenue (P x Q) down. Up to point B, the effect of increasing Q dominates the effect of 

falling P and total revenue rises: Marginal revenue is positive (above the quantity axis). 

What happens as we look at output levels greater than Q*—that is, farther down the 

demand curve from point B toward point C? We are still lowering P to sell more output; but at 

levels greater than Q*, marginal revenue is negative, and total revenue in the bottom panel starts 

to fall. Beyond Q*, the effect of cutting price on total revenue is larger than the effect of 

| Recall from Chapter 4 that if the percentage change in Q is greater than the percentage change in P as you move along a 

demand curve, the absolute value of elasticity of demand is greater than 1. Thus, as we move along the demand curve in 

Figure 13.4 between point A and point B, demand is elastic. 
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> FIGURE 13.4 

Marginal Revenue and 

Total Revenue 

A monopoly’s marginal revenue 

curve bisects the quantity axis 
between the origin and the point 
where the demand curve hits the 
quantity axis. A monopoly’s MR 

curve shows the change in total 
revenue that results as a firm 
moves along the segment of the 
demand curve that lies exactly 

above it. 
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increasing quantity. As a result, total revenue (P x Q) falls. At point C, revenue once again is at 
zero, this time because price has dropped to zero.? 

The Monopolist’s Profit-Maximizing Price and Output We have spent much 
time defining and explaining marginal revenue because it is an important factor in the monopo- 

list’s choice of profit-maximizing price and output. Figure 13.5 superimposes a demand curve 

and the marginal revenue curve derived from it over a set of cost curves. In determining price and 

output, a monopolistic firm must go through the same basic decision process that a competitive 

firm goes through. Any profit-maximizing firm will raise its production as long as the added rev- 

enue from the increase outweighs the added cost. In more specific terms, we car say that all firms, 
including monopolies, Taise output as long as marginal revenue is greater than marginal cost. 
Any positive difference between marginal revenue and-marginal-cost-can_be thought of as 
marginal profit. 

* Beyond Q*, between points B and C on the demand curve in Figure 13.4, the decline in price must be bigger in percentage 
terms than the increase in quantity. Thus, the absolute value of elasticity beyond point B is less than 1: Demand is inelastic. At 
point B, marginal revenue is zero; the decrease in P exactly offsets the increase in Q, and elasticity is unitary or equal to —1. 
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The optimal price/output combination for the monopolist in Figure 13.5 is P,, = $4 and 

Q. = 4,000 units, the quantity at which the marginal revenue curve and the marginal cost 

curve intersect. At any output below 4,000, marginal revenue ts greater than marginal cost. At 

any output above 4,000, increasing output would reduce profits because marginal cost exceeds 
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4 FIGURE 13.5 Price and 
Output Choice for a 
Profit-Maximizing 
Monopolist 
A profit-maximizing monopolist 
will raise output as long as mar- 
ginal revenue exceeds marginal 
cost. Maximum profit is at an 
output of 4,000 units per period 
and a price of $4. Above 4,000 

units of output, marginal cost is 
greater than marginal revenue; 
increasing output beyond 4,000 

units would reduce profit. At 
4,000 units, TR= P,AQ,,0, 

TC = CBQ,,0, and profit = P, ABC. 
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marginal revenue. This leads us to conclude that the profit-maximizing level of output for a | 

monopolist is the one at which marginal revenue equals marginal cost: MR = MC. 

Because marginal revenue for a monopoly lies below the demand curve, the final price cho- 

sen by the monopolist will be above marginal cost. (P,,, = $4.00 is greater than MC = $1.50.) At 
4,000 units of output, price will be fixed at $4 (point A on the demand curve), which is as much 

as the market will bear, and total revenue will be P,, x Q,,, = $4 x 4,000 = $16,000 (area P,, AQ,,0). 

Total cost is the product of average total cost-and units of output, $3 x 4,000 = $12,000 (area 

CBQ,,0). Total profit is the difference between total revenue and total cost, $16,000 — $12,000 = 

$4,000. In Figure 13.5, total profit is the area of the gray rectangle P,, ABC. 

~ Our disctission about the optimal output level for a monopolist points to a common mis- 

conception. Even monopolists face constraints on the prices they can charge. Suppose a single 

firm controlléd the production of bicycles. That firm would be able to charge more than could be 

charged in a competitive marketplace, but the power to raise prices has limits. In this example, as 

the bike price rises, we will see more people buying inline skates or walking. A particularly inter- 

esting case comes from monopolists who sell durable goods, goods that last for some period of 

time. Microsoft is the only producer for Windows, the operating system that dominates the per- 

sonal computer (PC) market. But when Microsoft tries to sell a new version of that operating sys- 

tem (for example, Vista, which it introduced in 2007), its price is constrained by the fact that 

many of the potential consumers it seeks already have an old operating system. If the Vista price 

is too high, consumers will stay with the older version. Some monopolists may face quite elastic 

demand curves as a result of the characteristics of the product they sell. 

The Absence of a Supply Curve in Monopoly _In perfect competition, the supply 

LEC ake DGireperperat as the portion of the firm’s marginal cost curve that 

lies above the average variable cost curve. As the price of the good produced by the firm changes, 

the perfectly competitive firm simply moves up or down its marginal cost curve in choosing how 

much output to produce. 

As you can see, however, Figure 13.5 contains nothing that we can point to and call a supply 

curve. The amount of output that a monopolist produces depends on its marginal cost curve and 

on the shape of the demand curve that it faces. In other words, the amount of output that a 

monopolist supplies is not independent of the shape of the demand curve. A monopoly firm has 

(RORSBETE that is independent of the demand curve for its product. 

To see why, consider what a firm’s supply curve means. A supply curve shows the quantity of 

output the firm is willing to supply at each price. If we ask a monopolist how much output she is 
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Price per unit ($) 

willing to supply at a given price, the monopolist will say that her supply behavior depends not 

only on marginal cost but also on the marginal revenue associated with that price. To know what 

that marginal revenue would be, the monopolist must know what her demand curve looks like. 

In sum, in perfect competition, we can draw a firm’s supply curve without knowing anything 

more than the firm’s marginal cost curve. The situation for a monopolist is more complicated: 

monopolist sets both price and quantity, and the amount of output that it supplies depends on its 

marginal cost curve and the demand curve that it faces. 

Perfect Competition and Monopoly Compared 

One way to understand monopoly is to compare equilibrium output and price in a perfectly 

competitive industry with the output and price that would be chosen if the same industry were 

organized as a monopoly. To make this comparison meaningful, let us exclude from considera- 

tion any technological advantage that a single large firm might enjoy. 

We begin our comparison with a perfectly competitive industry made up of a large number 

of firms operating with a production technology that exhibits constant returns to scale in the 

long run. (Recall that constant returns to scale means that average cost is the same whether the 

firm operates one large plant or many small plants.) Figure 13.6 shows a perfectly competitive 

industry at long-run equilibrium, a condition in which price is equal to long-run average costs 

and in which there are no profits. 

a. The industry b. A representative firm 

§ = Sum ofall 

firm MC 

curves 

Price per unit ($) 

Q* 

Units of output, Q Units of output, q 

a FIGURE 13.6 A Perfectly Competitive Industry in Long-Run Equilibrium 
In a perfectly competitive industry in the long run, price will be equal to long-run average cost. The market 
supply curve is the sum of all the short-run marginal cost curves of the firms in the industry. Here we assume 
that firms are using a technology that exhibits constant returns to scale: LRAC is flat. Big firms enjoy no cost 
advantage. 

Suppose the industry were to fall under the control of a single price monopolist. The 
monopolist now owns one firm with many plants. However, technology has not changed; only 
the location of decision-making power has. To analyze the monopolist’s decisions, we must 
derive the consolidated cost curves now facing the monopoly. 

The marginal eest-curve_of the new monopoly will be the horizontal sum of the marginal 

arate plant. To understand why, consider this simple example. Suppose there is perfect competi- 
tion and the industry is made up of just two small firms, A and B, each with upward-sloping 
marginal cost curves. Suppose for firm A, MC = $5 at an output of 10,000 units and for firm B, 
MC = $5 at an output of 20,000 units. If these firms were merged, what would be the marginal 
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cost of the 30,000th unit of output per period? The answer is $5 because the new larger firm 
would produce 10,000 units in plant A and 20,000 in plant B. This means that the marginal cost 
curve of the new firm is exactly the same curve as the supply curve in the industry when it was 
competitively organized. (Recall from Chapter 9 that the industry supply curve in a perfectly 
competitive industry is the sum of the marginal cost curves [above average variable cost] of all 
the individual firms in that industry.) 

Figure 13.7 illustrates the cost curves, marginal revenue curve, and demand curve of the 
consolidated monopoly industry. If the industry were competitively organized, total industry 
output would have been Q. = 4,000 and price would have been ~ = $3. These price and output 
decisions are determined by the intersection of the competitive supply curve, S., and the market 
demand curve. 

S, = sum of firm MC curves = MCyyonopoly 

Demand 

Dollars ($) 

0 Q,,,= 2,500 Q.= 4,000 

Units of output, Q 

a FIGURE 13.7 Comparison of Monopoly and Perfectly Competitive Outcomes 
for a Firm with Constant Returns to Scale 
In the newly organized monopoly, the marginal cost curve is the same as the supply curve that represented 

the behavior of all the independent firms when the industry was organized competitively. Quantity produced 

by the monopoWy will be less than the perfectly competitive level of output, and the monopoly price will be 

higher than the price under perfect competition. Under monopoly, P = P,, = $4 and O=O,, = 2,500. Under 

perfect competition, P = P_= $3 and O = O. = 4,000. 

No longer faced with a price that it cannot influence, however, the monopolist can choose any 

price/quantity combination along the demand curve. The output level that maximizes profits to the 

monopolist is Q,, = 2,500—the 7 cla eee cost. Output 

will be priced at P, = $4. To increase output beyond 2,500 units or to charge a price below $4 (which 

represents the amount consumers are willing to pay) would reduce profit. Relative to a perfectly 

competitive industry, a monopolist restricts output, charges higher prices, and earns positive a 

‘Also remember that all we did was transfer decision-making power from the individual small 

firms to a consolidated owner. The new firm gains nothing technologically by being big. 

Monopoly in the Long Run: Barriers to Entry 

What will happen to a monopoly in the long run? Of course, it is possible for a monopolist to suffer 

losses. Just because a firm is the only producer in a market does not guarantee that anyone will buy its 

product. Monopolists can end up going out of business just like competitive firms. If, on the con- 

trary, the monopolist is earning positive profits (a rate of return above the normal return to capital), 

as in Figure 13.5, we would expect other firms to enter as they do in competitive markets. In fact, 

3 The same logic will show that the average cost curve of the consolidated firm is the sum of the average cost curves of the indi- 

vidual plants. 
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many markets that end up competitive begin with an entrepreneurial idea and a short-lived monop- 

oly position. In the mid-1970s, a California entrepreneur named Gary Dahl “invented” and marketed 

the Pet Rock. Dahl had the market to himself for about 6 months, during which time he earned mil- 

lions before scores of competitors entered, driving down the price and profits. (In the end, this prod- 

uct, perhaps not surprisingly, disappeared). For a monopoly to persist-seme factor or factors must 

arriers to entry prevent entry. We turn now to a discussion of those factors, commonly termed barriers to entry. 

Factors that prevent new firms Return for a moment to Figure 13.5 on p. 267. In that graph, we see that the monopolist is 

from entering and competing _earning a positive economic profit. Such profits can persist only if other firms cannot enter thi 

in imperfectly competitive industry and compete them away. The term barriers to entry is used to describe the set of factors 

neste: that prevent new firms from entering a market with excess profits. Monopoly can persist only in 

the presence of entry barriers. 

Economies of Scale In Chapter 8, we described production technologies in which average 

costs fall with output increases. In situations in which those scale economies are very large 

relative to the overall market, the cost advantages associated with size can give rise to 

monopoly power. | 
Scale economies come in a number of different forms. Providing cable service requires laying 

expensive cable; conventional telephones require the installation of poles and wires. For these _ 
cases, there are clear cost advantages in having only one set of physical apparatuses. Once a firm 

has laid the wire, providing service to one more customer is very inexpensive. The semiconductor 

industry is another case in which production favors the large firms. In 2007, Intel, the world leader 

in production of semiconductors for the PC, estimated that it would spend $6.2 billion for new 

production facilities and another $6 billion to support its research efforts to improve the speed of 

its chips. For Intel, physical production and the importance of research favor the large firm. 

In some cases, scale economies come from marketing and advertising. Breakfast cereal can be 

produced efficiently on a small scale, for example; large-scale production does not reduce costs. 

However, to compete, a new firm would need an advertising campaign costing millions of dollars. 

The large front-end investment requirement in advertising is risky and likely to deter would-be 
entrants to the cereal market. 

When scale economies are so large relative to the size of the market that costs are minimized 
natural monopoly An with only one firm in the industry, we have a natural monopoly. 
ee ee ee Although Figure 13.8 presents an exaggerated picture, it does serve to illustrate our point. 
economies of scale in One large-scale plant (Scale 2) can produce 500,000 units of output at an average unit cost of $1. 
producing its product that_ If the industry were restructured into five firms, each producing on a smaller scale (Scale 1), the 
single-firm production of that industry could produce the same amount, but average unit cost would be five times as high ($5). 
se coeig Bs rg Consumers potentially see a considerable gain when economies of scale are realized. The critical 
— point here is that for a natural monopoly to exist, economies of scale must be realized at a scale 

Le that is close to total demand in the market. - — 

> FIGURE 13.8 : 
A Natural Monopoly Scale 1 
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very large. Here, average total 

cost declines until a single firm is 

producing y the entire 

amount demanded in the mar- 
-ket. With one firm producing 
500,000 units, average total cost 

is $1 per unit. With five firms 

each producing 100,000 units, 

average total cost is $5 per unit. 

$5 --— 

Dollars ($) 

Scale 2 

0 100,000 500,000 

Units of output 



CHAPTER 13. Monopoly and Antitrust Policy 271 

Notice in Figure 13.8 that the long-run average cost curve continues to decline until it almost 
hits the market demand curve. If at a price of $1 market demand is 5 million units of output, 
there-would be no reason to have only one firm in the industry. Ten firms could each produce 
500,000 units, and each could reap the full benefits of the available economies of scale. 

y: Historically, natural monopolies in the United States have been regulated by the state. Public 
utility commissi ns in each state monitor electric companies and locally operating telephone 
companies, regulating prices so that the benefits of scale economies are realized without the inef- 
ficiencies of monopoly power. The Economics in Practice on page 272 describes the current debate 
over the regulation of cable television. 

Patents Patents are legal barriers that prevent entry into an industry by granting exclusive patent A barrier to entry 
use of the patented product or process to the inventor. Patents are issued in the United States that grants exclusive use of the 
under the authority of Article I, Section 8, of the Constitution, which gives Congress the power to Patented product or process to 
‘promote the progress of science and the useful arts, by securing for limited times to authors and _ the inventor. 
inventors the exclusive right to their respective writings and discoveries.” Patent protection in the 

United States is currently granted for a period of 20 years. 

Patents provide an incentive for invention and innovation. New products and new processes 

are developed through research undertaken by individual inventors and by firms. Research 

requires resources and time, which have opportunity costs. Without the protection that a patent 

provides, the results of research would become available to the general public quickly. If research 

did not lead to expanded profits, little research would be done. On the negative side though, 

patents do serve as a barrier to competition and they slow down the benefits of research flowing 

through the market to consumers. re 3 
The expiration of patents after a given number of years represents an attempt to balance the 

benefits of firms and the benefits of households: On the one hand, it is important to stimulate 

invention and innovation; on the other hand, invention and innovation do society less good 

when their benefits to the public are constrained.‘ 
In recent years, public attention has been focused on the high costs of health care. One factor 

contributing to these costs is the high price of many prescription drugs. Equipped with newly 

developed tools of bioengineering, the pharmaceutical industry has been granted thousands of 

patents for new drugs. When a new drug for treating a disease is developed, the patent holder can 
charge a high price for the drug. The drug companies argue that these rewards are justified by 

high research and development costs; others say that these profits are the result of a monopoly 

protected by the patent system. 

Government Rules Patents provide one example of a government-enforced regulation 

that creates monopoly. For patents, the justification for such intervention is to promote innova- 

tion. In some cases, governments impose entry restrictions on firms as a way of controlling activ- 

ity. In most parts of the United States, governments restrict the sale of alcohol. In fact, in some 

states (lowa, Maine, New Hampshire, and Ohio), liquor can be sold only through state-controlled 

and managed stores. Most states operate lotteries as monopolists. However, when large 

economies of scale do not exist in an industry or when equity is not a concern, the arguments in 

favor of government-run monopolies are much weaker. One argument is that the state wants to 

prevent private parties from encouraging and profiting from “sin,” particularly in cases in which 

society at large can be harmed. Another argument is that government monopolies are a conve- 

nient source of revenues. 

Ownership of a Scarce Factor of Production You cannot enter the diamond- 

producing business unless you own a diamond mine. There are not many diamond mines in the 

world, and most are already owned by a single firm, the DeBeers Company of South Africa. At 

one time, the Aluminum Company of America (now Alcoa) owned or controlled virtually 

100 percent of the known bauxite deposits in the world and until the 1940s monopolized the pro- 

duction and distribution of aluminum. Obviously, if production requires a particular input and 

one firm owns the entire supply of that input, that firm will control the industry. Ownership _ 

alone is a barrier to entry. 

4 Another alternative is licensing. With licensing, the new technology is used by all producers and the inventor splits the benefits 

with consumers. Because forcing the non-patent-holding producers to use an inefficient technology results in waste, some ana- 

lysts have proposed adding mandatory licensing to the current patent system. A key question here involves determining the right 

licensing fee. 
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Managing the Cable Monopoly 
Many people subscribe to cable television. Cable 
systems bundle a collection of network and cable 

~ stations and offer them to viewers as packages, rang- 

ing from a basic service with only a modest number 

of offerings to much-expanded premium services, 

In the last 20 years, the cable system has grown to a 

multi-billion dollar industry covering most of the 

_ country. 

_ What you might not realize about the cable sys- 

tem is that it consists of a network of local monopo- 

lies. In any given area, typically just one cable 

- company is in operation. Historically, this monop- 

oly was justified as a natural monopoly, reflecting 

the expensive cable that needed to be laid to serve 

_ the population and the fact that once the cable was 

laid, the costs of providing service to a new con- 

sumer was modest. 

What you also may not realize is that when you 

pay your cable bill, part of your payment goes to 

your home city. In fact, cities negotiate with the various cable companies to give one of them 

_ the right to be the monopoly supplier of cable service in return for a fee that is typically on the 

_ order of 5 percent of the cable revenues. Once a firm has bought the right to be a local cable 

company, it must follow a set of rules, particularly with regard to the availability and price of 

the basic cable. 
One of the hot debates in 2008 was in the cable industry. Cable companies offer programs 

bundled rather than a la carte programs. Keith Martin, the commissioner of the Federal 

Communications Commission, which oversees cable, pushed to have cable unbundled, 

largely in response to parents who were concerned about inappropriate television shows 

coming into their homes as part of a bundle. What economic logic would justify bundling 

programs in this way? . 

Here it is helpful to think about costs again. Once a television show is produced, distribut- 

ing it to another customer has a zero marginal cost up to the capacity level of the cable. Thus, 

from a cable company’s point of view, having a large customer base for the various shows is 

typically a profitable strategy. Suppose 100 viewers valued doctor shows at $2 a week each 

and lawyer shows at $1.50 each, while another 100 viewers had the opposite preference. To 

maximize revenue with a la carte pricing, the cable company would charge $1.50 for each 

show, giving it 200 viewers per show for a revenue of $600 (200 viewers X 2 shows each X 

$1.50). If the cable company sells the bundle for $3.50, all viewers buy and it earns $700. If 

the cable company sells the bundle for $3, its revenue is still the original $600 but now all of 

its customers are better off and can watch two programs instead of one. When the cost of dis- 

tributing a good with high fixed costs is zero, bundling is often a way to make both producers 
and consumers better off. 

Network Effects How much value do you get from a telephone or a fax machine? It will 
depend on how many other people own a machine that can communicate with yours. Products 
such as these, in which benefits of ownership are a function of how many other people are part of 

network externalities the network, are subject to network externalities. For phones and faxes, the network effects are 
The value of a product to a direct. For products such as the Windows operating system and the Xbox, network effects may be 
eae indirect. Having a large consumer base increases consumer valuation by encouraging the devel- 
Me roman etter ee opment of complementary goods. When many people own an Xbox, game developers have an 

pe Eh incentive to create games for the system. Good games increase the value of the system. 
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How does the existence of network effects create a barrier to entry? In this situation, a firm 
that starts early and builds a large product base will have an advantage over a newcomer. 
Microsoft’s dominant position in the operating system market reflects network effects in this 
business. The high concentration in the game console market (Microsoft, Nintendo, and Sony 
control this market) also comes from network effects. 

The Social Costs of Monopoly 
So far, we have seen that a monopoly produces less output and charges a higher price than a com- 

petitively organized industry if no large economies of scale exist for the monopoly. We have also 

seen the way in which barriers to entry can allow monopolists to persist over time. You are prob- 
ably thinking at this point that producing less and charging more to earn positive profits is not 
likely to be in the best interests of consumers, and you are right. 

Inefficiency and Consumer Loss 

In Chapter 12, we argued that price must equal marginal cost (P = MC) for markets to produce 
what people want. This argument rests on two propositions: (1) that price provides a good 

approximation of the social value of a unit of output and (2) that marginal cost, in the absence of 

externalities (costs or benefits to external parties not weighed by firms), provides a good approx- 
imation of the product’s social opportunity cost. In a pure monopoly, price is above the product 

marginal cost. When this happens, the firm is underproducing from society’s point of view. 

Society would be better off if the firm produced more and charged a lower price. Monopoly leads 

to an inefficient mix of output. 
A slightly simplified version of the monopoly diagram appears in Figure 13.9, which shows 

how we might make a rough estimate of the size of the loss to social welfare that arises from 

monopoly. (For clarity, we will ignore the short-run cost curves and assume constant returns to 

scale in the long run.) Under competitive conditions, firms would produce output up to Q. = 

4,000 units and price would ultimately settle at P. = $2, equal to long-run average cost. Any price 

above $2 will mean positive profits, which would be eliminated by the entry of new competing 

firms in the long run. (You should remember all this from Chapter 9.) 
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Welfare Loss from 

Monopoly 
A demand curve shows the 
amounts that people are willing 
to pay at each potential level of 
output. Thus, the demand curve 
can be used to approximate the 
benefits to the consumer of rais- 
ing output above 2,000 units. 

MC reflects the marginal cost of 
the resources needed. The trian- 

gle ABC roughly measures the 
net social gain of moving from 

2,000 units to 4,000 units (or 

the loss that results when 

monopoly decreases output 
from 4,000 units to 2,000 units). 
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to the monopoly is thus equal to the area P_ ACP, or $4,000. [($4 x 2,000) — ($2 x 2,000) = 

$8,000 — $4,000 = $4,000. Remember that P.= ATC in this‘example.] ~~ . 
Now consider the gains and losses associated with increasing price from $2 to $4 and cutting 

output from 4,000 units to 2,000 units. As you might guess, the winner will be the monopolist 

and the loser will be the consumer; but let us see how it works out. 

At P= $2, the price under perfect competition, there are no profits. Consumers are paying a 

price of $2, but the demand curve shows that many are willing to pay more than that. For exam- 

ple, a substantial number of people would pay $4 or more. Those people willing to pay more than 

$2 are receiving what we earlier called a consumer surplus. Consumer surplus is the difference 

between what households are willing to pay for a product and the current market price. The 

demand curve shows approximately how much households are willing to pay at each level of out- 

put. Thus, the area of triangle DBP. gives us a rough measure of the “consumer surplus” being 

enjoyed by households when the price is $2. Consumers willing to pay exactly $4 get a surplus 

equal to $2. Those who place the highest value on this good—that is, those who are willing to pay 

the most ($6)—get a surplus equal to DP, or $4. 
Now the industry is reorganized as a monopoly that cuts output to 2,000 units and raises price 

to $4. The big winner is the monopolist, who ends up earning profits equal to $4,000. The big losers 

are the consumers. Their “surplus” now shrinks from the area of triangle DBP_ to the area of triangle 

DAP,,,. Part of that loss (which is equal to DBP. — DAP,,,, or the area P, ABP.) is covered by the 

monopolist’s gain of P., ACP, but not all of it. The loss to consumers exceeds the gain to the monop- 

oly by the area of triangle ABC (P, ABP_— P, ACP), which roughly measures the net loss in social 

welfare associated with monopoly power in this industry. Because the area of a triangle is half its base 

times its height, the welfare loss is 1/2 x 2,000 x $2 = $2,000. If we could push price back down to the 

competitive level and increase output to 4,000 units, consumers would gain more than the monopo- 

list would lose and the gain in social welfare would approximate the area of ABC, or $2,000. 

In this example, the presence of a monopoly also causes an important change in the distrib- 

ution of real income. In Figure 13.9, area P, ACP. is a profit of $4,000 flowing every period to the 

monopolist. If price were pushed down to $2 by competition or regulation, those profits would 

pass to consumers in the form of lower prices. Society may value this resource transfer on equity 

grounds in addition to efficiency grounds. 

Of course, monopolies may have social costs that do not show up on these graphs. 

Monopolies, which are protected from competition by barriers to entry, may not face the same 

pressures to cut costs and innovate as competitive firms do. A competitive firm that does not 

use the most efficient technology will be driven out of business by firm’ that do. One of the 

significant arguments against tariffs and quotas to protect such industries as automobiles and 

steel from foreign competition is that protection lessens the incentive to be efficient and 
competitive. 

Rent-Seeking Behavior 

Economists have another concern about monopolies. Triangle ABC in Figure 13.9 represents a 
real net loss to society, but part of rectangle P, ACP. (the $4,000 monopoly profit) may also end 
up lost. To understand why, we need to think about the incentives facing potential monopolists. 
~~ The area of rectangle P,, ACP. shows positive profits. If entry into the market were easy and 
competition were open, these profits would eventually be competed to zero. Owners of businesses 
earning profits have an incentive to prevent this development. In fact, the graph shows how much 
they would be willing to pay to prevent it. A rational owner of a pee Pa at 
to pay any amount less than the entire rectangle-Any-portion of profits left over after expenses is 
better than zero; which-would be the case if free competition eliminated all profits. 

Potential monopolists can do many things to protect their profits. One obvious approach is to 
push the government to impose restrictions on competition. A classic example is the behavior of 
taxicab driver organizations in New York and other large cities. To operate a cab legally in New York 
City, you need a license. The city tightly controls the number of licenses available. If entry into the 
taxi business were open, competition would hold down cab fares to the cost of operating cabs. 
However, cab drivers have become a powerful lobbying force and have muscled the city into restrict- 
ing the number of licenses issued. This restriction keeps fares high and preserves monopoly profits. 
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There are countless other examples. The steel industry and the automobile industry spend 
large sums lobbying Congress for tariff protection.> Some experts claim that establishment of 
the now-defunct Civil Aeronautics Board in 1937 to control competition in the airline industry 
and extensive regulation of trucking by the I.C.C. prior to deregulation in the 1970s came about 
partly through industry efforts to restrict competition and preserve profits. 

This kind of behavior, in which households or firms take action to preserve positive profits, 
is called rent-seeking behavior. Recall from Chapter 10 that rent is the return to a factor of pro- rent-seeking 
duction in strictly limited supply. Rent-seeking behavior has two important implications. behavior Actions taken by 

First, this behavior consumes resources. Lobbying and building barriers to entry are not — households or firm$ to 
costless activities. Lobbyists’ wages, expenses of the regulatory bureaucracy, and the like must be Preserve Positive profits. 
paid. Periodically faced with the prospect that the city of New York will issue new taxi licenses, Sib we as 
cab owners and drivers have become so well organized that they can bring the city to a standstill +> t of 
with a strike or even a limited job action. Indeed, positi fits may be completely consumed cae 
through rent-seeking behavior that produces nothing of social value; all it does is help to preserve S 
the current distribution of income. 

Second, the frequency of rent-seeking behavior leads us to another view of government. So 

far, we have considered only the role that government might play in helping to achieve an effi- 

cient allocation of resources in the face of market failure—in this case, failures that arise from 

imperfect market structure. Later in this chapter we survey the measures government might take 

to ensure that resources are efficiently allocated when monopoly power arises. However, the idea 

of rent-seeking behavior introduces the notion of government failure, in which the govern-| government failure 

ment becomes the tool of the rent seeker and the allocation of resources is made even less effi-| Occurs when the government 
cient than before. becomes the tool of the rent 

This idea of government failure is at the center of public choice theory, which holds that] seeker and the allocation © 
governments are made up of people, just as business firms are. These people—politicians and| "eSources is made even less 
bureauicrats—can be expected to act in their own self-interest, just as owners of firms do. We turn piicent Dy the nee: vencicn a6 

to the economics of public choice in Chapter 16. Pe Pe i, 
public choice theory An 
economic theory that the 

Price Discrimination 
public officials who set 

economic policies and regulate 

So far in our discussion of monopoly, we have assumed that the firm faces a known downward- _ the players act in their own 

sloping demand curve and must choose a single price and a single quantity of output. Indeed, the self-interest, just as firms do. 

reason that price and marginal revenue are different for a monopoly and the same for a perfectly 

competitive firm is that if a monopoly decides to sell more output, it must lower price in order 

to do so. 

In the world, however, there are many examples of firms that charge different prices to differ- 

ent groups of buyers. Charging different prices to different buyers is called price discrimination. | price discrimination 

he motivation for price discrimination is fairly obvious: Ifa firm can identify those who are will- Charging different prices to 

ing to pay a higher price for a good; it can earn more pr om them by charging a higher price. | different buyers. 

he idea is best illustrated using the extreme case where a firm knows what each buyers willing to 

pay. A firm that charges the maximum amount that buyers are willing to pay for each unit is prac- px 

ticing perfect price discrimination. perfect price 

Figure 13.10 is similar to Figure 13.9. For simplicity, assume a firm with a constant marginal | discrimination Occurs 

cost equal to $2 per unit. A non-price-discriminating monopolist would have to set one and only when a firm charges the 

one price. That firm would face the marginal revenue curve shown in the diagram and would late SUT aititegy 

produce as long as MR is above MC: Output would be Q,,, and price would be set at $4 per unit. | “7° ™ a Rae ae 

The firm would earn an economic profit of $2 per unit for every unit up to Q,,,. Consumers 

would enjoy a consumer surplus equal to the shaded area. Consumer A, for example, is willing to 

pay $5.75 but has to pay only $4.00. 

Now consider what would happen if the firm could charge each consumer the maximum 

amount that that consumer was willing to pay. In Figure 13.10(a), if the firm could charge con- 

sumer A a price of $5.75, the firm would earn $3.75 in profit on that unit and the consumer 

would get no consumer surplus. Going on to consumer B, if the firm could determine B’s 

5 A tariff is a tax on imports designed to give a price advantage to domestic producers. 
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> FIGURE 13.10 Price 
Discrimination 

In Figure 13.10(a), consumer A is 
willing to pay $5.75. If the price- 
discriminating firm can charge 
$5.75 to A, profit is $3.75. A 
monopolist who cannot price 
discriminate would maximize 

profit by charging $4. At a price 
of $4.00, the firm makes $2.00 in 

profit and consumer A enjoys a 
consumer surplus of $1.75. In 

Figure 13.10(b), for a perfectly 

price-discriminating monopolist, 
the demand curve is the same as 

marginal revenue. The firm will 

produce as long as MR > MC, up 
to O.. At Q., profit is the entire 

shaded area and consumer sur- 

plus is zero. 

Q. 

maximum willingness to pay and charge $5.50, profit would be $3.50 and consumer surplus for B 

would again be zero. This would continue all the way to point C on the demand c 

profit would be equal to the entire area under the demand curve and above 

shown in Fi 

$6.00 a. Consumer surplus if the firm 

ee Ly charges a single price of $4 per unit. 

$4.00 

2 
i: 
ge) 
A 

$2.00 

Demand 
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MR 

Units of output, Q 

$6.00 b. Profit for a perfectly price- 
discriminating monopolist. sigur claws oe 
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ce 
A 
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Once again, profit is the entire shaded area and consumer surplus is zero. 
It is interesting to note that a perfectly price-discriminating monopolist will actually pro- 

duce the efficient quantity of output—Q_ in Figure 13.10(b), which is the same as the amount 
that would be produced had the industry been perfectly competitive. The firm will continue to 
produce as long as benefits to consumers exceed marginal cost; it does not stop at Qin 
Figure 13.10(a). But when a monopolist can perfectly price discriminate, it reaps all the net 
benefits from higher production. There is no deadweight loss, but there is no consumer 
surplus either. 

hieotek VN Me 

Another way to look at the diagram in Figure 13.10(b) is to notice that the demand curve 
actually becomes the same as the marginal revenue curve. When a firm can charge the maximum 
that anyone is willing to pay for each unit, that price is marginal revenue. There is no need to draw 
a separate MR curve as there was when the firm could charge only one price to all consumers. 
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Examples of Price Discrimination 
Examples of price discrimination are all around us. It used to be that airlines routinely charged 
those who stayed over Saturday nights a much lower fare than those who did not. Business trav- 
elers generally travel during the week, often are unwilling to stay over Saturdays, and generally are 
willing to pay more for tickets. 

Airlines, movie theaters, hotels, and many other industries routinely charge a lower price for 
children and the elderly. The reason is that children and the elderly generally have a lower willing- 
ness to pay. Telephone companies have so many ways of targeting different groups that it is diffi- 
cult to know what they are really charging. 

In each case, the objective of the firm is to segment the market into different identifiable 
groups, with each group having a different elasticity of demand. Doing so requires firms to ensure 
that different customers are kept separated, so that they cannot trade with one another. It can be 

shown, although we will not present the analysis here, that the optimal strategy for a firm that can 

sell in more than one market i é igher prices in markets with low de elasticities. 

Remedies for Monopoly: Antitrust Policy 
As we have just seen, the exercise of monopoly power can bring with it considerable social costs. 

On the other hand, as our discussion of entry barriers suggested, at times, monopolies may bring 

with them benefits associated with scale economies or innovation gains. Sometimes monopolies 

result from the natural interplay of market and technological forces, while at other times firms 

actively and aggressively pursue monopoly power, doing their best to eliminate the competition. 

In the United States, the rules set out in terms of what firms can and cannot do in their markets 

are contained in two pieces of antitrust legislation: the Sherman Act passed in 1890 and the 

Clayton Act passed in 1914. a 

Major Antitrust Legislation 
The following are some of the major antitrust legislation that have been passed in the United States. 

The Sherman Act of 1890 The substance of the Sherman Act is contained in two short 

sections: ; 

Section 1. Every contract, combination in the form of trust or otherwise, or conspiracy, 

in restraint of trade or commerce among the several States, or with foreign nations, is 

hereby declared to be illegal... 

Section 2. Every person who shall monopolize, or attempt to monopolize, or combine or \ 

conspire with any other person or persons, to monopolize any part of the trade or com- | 

merce among the several States, or with foreign nations, shall be deemed guilty ofamis- | 

demeanor, and, on conviction thereof, shall be punished by fine not exceeding five | 

thousand dollars, or by imprisonment not exceeding one year, or by both said oe 

ments, in the discretion of the court. 

For our treatment of monopoly, the relevant part of the Sherman Act is Section 2, the rule 

against monopolization or attempted monopolization. The language of the act is quite broad, so 

it is the responsibility of the courts to judge conduct that is legal and conduct that is illegal. As a 

firm competes in the hopes of winning business, what kind of behavior is acceptable hard compe- 

tition and what is not? Two different administrative bodies have the responsibility for initiating 

actions on behalf of the U.S. government against individuals or companies thought to be in viola- 

tion of the antitrust laws. These agencies are the Antitrust Division of the Justice Department and 

the Federal Trade Commission (FETC). In addition, private citizens can initiate antitrust actions. 

In 1911, two major antitrust cases were decided by the Supreme Court. The two companies 

involved, Standard Oil and American Tobacco, seemed to epitomize the textbook definition of 

‘monopoly, and both appeared to exhibit the structure and the conduct outlawed by the Sherman 

Act. Standard Oil controlled about 91 percent of the refining industry; and although t
he exact figure 
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rule of reason’ The 
criterion introduced by the 

Supreme Court in 1911 to 

determine whether a particular 

action was illegal 
(“unreasonable”) or legal 

(“reasonable”) within the 

terms of the Sherman Act. 
— 

ae Act Passed by 

Congress in 1914 to strengthen 

the Sherman Act and clarify the 

rule of reason, the act 

outlawed specific monopolistic 
behaviors such as tying 

contracts, price discrimination, 

and unlimited mergers. 

Federal Trade 

Commission (FTC) A 

federal regulatory group 

created by Congress in 1914.to 
investigate the structure and 

behavior of firms engaging in 

interstate commerce, to 

determine what constitutes 

unlawful “unfair” behavior, 

and to issue cease-and-desist 

orders to those found in 

violation of antitrust law. 

is still disputed, the American Tobacco Trust probably controlled between 75 percent and 90 percent 

of the market for all tobacco products except cigars. Both companies had used tough tactics to swal- 

low up competition or to drive it out of business. Not surprisingly, the Supreme Court found both 

firms guilty of violating Sections 1 and 2 of the Sherman Act and ordered their dissolution.‘ 

The Court made clear, however, that the Sherman Act did not outlaw every action that 

seemed to restrain trade, only those that were “unreasonable.” In enunciating this rule of 

reason, the Court seemed to Say that structure alone was not a criterion for unreasonableness. 

market using “reasonable” tactics. 

Subsequent court cases confirmed that a firm could be convicted of violating the Sherman Act 

only if it had exhibited unreasonable conduct. Between 1911 and 1920, cases were brought against 

Eastman Kodak, International Harvester, United Shoe Machinery, and United States Steel. The first 

three companies controlled overwhelming shares of their respective markets, and the fourth con- 

trolled 60 percent of the country’s capacity to produce steel. Nonetheless, all four cases were dis- 

missed on the grounds that these companies had shown no evidence of “unreasonable conduct.” 
New technologies have also created challenges for the courts in defining reasonable conduct. 

Perhaps the largest antitrust case recently has been the case launched by the U.S. Department of 

Justice against Microsoft. By the 1990s, Microsoft had more that 90 percent of the market in 

operating systems for PCs. The government argued that Microsoft had achieved this market share 

through illegal dealing, while Microsoft argued that the government failed to understand the 

issues associated with competition in a market with network externalities and dynamic competi- 

tion. In the end, the case was settled with a consent decree in July 1994. A consent decree is a for- 

mal agreement between a prosecuting government and defendants that must be approved by the 

courts. Such decrees can be signed before, during, or aftera trial and are often used to save litiga- 

tion costs. In the case of Microsoft, under the consent decree, it agreed to give computer manu- 

facturers more freedom to install software from other software companies. In 1997, Microsoft 

found itself charged with violating the terms of the consent decree and was back in court. In 

2000, the company was found guilty of violating the antitrust laws and a judge ordered it split 

into two companies. But Microsoft appealed; and the decision to split the company was replaced 

with a consent decree requiring Microsoft to behave more competitively, including a provision 

that computer makers would have the ability to sell competitors’ software without fear of retalia- 

tion. In the fall of 2005, Microsoft finally ended its antitrust troubles in the United States after 

agreeing to pay RealNetworks $761 million to settle one final lawsuit. 

In 2005, Advanced Micro Devices (AMD) brought suit against Intel, which has an 80 percent 

share of the x-86 processors used in most of the world’s PCs. AMD alleged anticompetitive behay- 

ior and attempted monopolization. At present in the United States, private antitrust cases, 

brought by one firm against another, are 20-plus times more common than government-led cases. 

be hus, it was possible for a near-monopoly not to violate the Sherman Act as long as 1t had won its 

The Clayton Act and the Federal Trade Commission, 1914 Designed to 
strengthen the Sherman Act and to clarify the rule of reason, the Clayton Act of 1914 outlawed 
a number of specific practices. First, it made tying contracts illegal’ Such contracts force a cus- 
tomer to buy one product to obtain another. Second, it limited mergers that would “substantially 
lessen competition or tend to create a monopoly.” The Economics in Practice on page 279 high- 
lights a recent government challenge to the Whole Foods—Wild Oats merger. Third, it banned 
price discrimination—-charging different customers different prices for reasons other than a aS 

changes in cost or matching competitors’ pri ces 
The Federal Trade Commission te 6 created by Congress in 1914, was established to 

investigate “the-organization;-business conduct, practices, and management” of companies that 
engage in interstate commerce. At the same time, the act establishing the commission added 
another vaguely worded prohibition to the books: “Unfair methods of etition in commerce 
are hereby declared unlawful.” The determination of what constituted “unfair” behavior was left 
up to the commission. The FTC was also given the power to issue “cease-and-desist orders” where 
it found behavior in violation of the law. faheg eter 

Nonetheless, the legislation of 1914 retained the focus on conduct; thus,)the rule of ak | 
remained central to all antitrustaction in the courts. 

* ena 

® United States v. Standard Oil Co. of New Jersey, 221 U.S. 1 (1911); United States v. American Tobacco Co., 221 U.S. 106 (1911). 
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ECONOMICS IN PRACTICE 

The Government Takes on Whole Foods 

__ FTC opposing Wild Oats, Whole Foods merger 

The Denver Post 

The U.S. Federal Trade Commission has filed a lawsuit 
to block the proposed acquisition of Boulder-based 
Wild Oats Markets Inc. by rival Whole Foods 
Market Inc. 

Austin, Texas-based Whole Foods announced in 

February that it planned to buy Wild Oats for roughly 

$700 million. The two companies are the largest play- 
ers in the natural-grocer sector. 

Whole Foods operates 194 stores. Wild Oats has 
110 locations. 

“Whole Foods and Wild Oats are each other’s clos- 
est Competitors in premium natural and organic 

supermarkets, and are engaged in intense head-to- 

head competition in markets across the country,” 

Jeffrey Schmidt, director of the FTC’s Bureau of 

Competition, said in a press release. “If Whole Foods is allowed to devour Wild Oats, it 

will mean higher prices, reduced quality, and fewer choices for consumers. That is a 

deal consumers should not be allowed to swallow.” 

Wild Oats and Whole Foods said they would “vigorously challenge” the lawsuit. 

By Kristi Arellano, Denver Post Staff Writer. 

As we see in the remarks of Mr. Schmidt of the FTC, the government is concerned with the 

likelihood that a merger of Wild Oats Market and Whole Foods Market will result in monop- 

oly power with its attendant higher prices and social welfare losses to consumers. In the 

United States, the explicit goal of the antitrust laws is to promote consumer welfare. 

In responding to the government, Whole Foods has challenged the market definition, 

arguing that Whole Foods competes not only with other organic food stores but also with 

conventional food stores that are stocking more natural and organic foods. The key question 

surrounding this merger is how close the substitutes are for Whole Foods’ products. 

In the end, the merger was allowed to move forward after a judge ruled against the FTC, 

arguing that the merger would not harm consumers. 

Imperfect Markets: A Review and a Look 

Ahead 
A firm has market power when it exercises some control over the price of its output or the prices 

of the inputs that it uses. The extreme case of a firm with market power is the pure monopolist. 

Tn a pure monopoly, a single firm produces a product for which there are no close substitutes in 

an industry in which all new competitors are barred from entry. 

Our focus in this chapter on pure monopoly (which occurs rarely) has served a number of 

purposes. First, the monopoly model describes a number of industries quite well. Second, the 

monopoly case illustrates the observation that imperfect competition leads to an inefficient 

allocation of resources. Finally, the analysis of pure monopoly/offers insights into the more 

commonly encountered market models of monopolistic competition and oligopoly, Which we 

discussed briefly in this chapter and will discuss in detail in the next two chapters. 
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1. A number of assumptions underlie the logic of perfect com- 11. Compared with a competitively organized industry, a monop- 

petition. Among them: (1) A large number of firms and olist restricts output, charges higher prices, and earns positive 

households are interacting in each market; (2) firms in a profits. Because MR always lies below the demand curve fora 

given market produce undifferentiated, or homogeneous, monopoly, monopolists always charge a price higher than MC 

products; and (3) new firms are free to enter industries and (the price that would be set by perfect competition). 

compete for profits. The first two imply that firms have no 12. Barriers to entry prevent new entrants from competing away 
control over input prices or output prices; the third implies industry excéss profits. 

that/opperrnifies for Poste Oe 13. Forms of barriers to entry include economies of scale, 

oe patents, government rules, ownership of scarce factors, and 

network effects. 

IMPERFECT COMPETITION AND MARKET POWER: 14. When a firm exhibits economies of scale so large that aver- 

CORE CONCEPTS p. 261 age costs continuously decline with output, it may be effi- 

cient to have only one firm in an industry. Such an industry 2. A market in which individual firms have some control over 
is called a natural monopoly. price is imperfectly competitive. Such firms exercise market 

power. The three forms of imperfect competition are monop- 
Sol ge Keen: 

oly, oligopoly, and monopolistic competition THE SOCIAL COSTS OF MONOPOLY p.273 

15. When firms price above marginal cost, the result is an ineffi- 
cient mix of output. The decrease in consumer surplus is 
larger than the monopolist’s profit, thus causing a net loss in 

social welfare. 

3. A pure monopoly is an industry with a single firm that pro- 
duces a product for which there are no close substitutes and 
in which there are significant barriers to entry. 

4, Market power means that firms must make four decisions 
instead of three: (1) how much to produce, (2) how to pro- 

duce it, (3) how much to demand in each input market, and 

(4) what price to charge for their output. 

16. Actions that firms take to preserve positive profits, such as 
lobbying for restrictions on competition, are called rent 
seeking. Rent-seeking behavior consumes resources and adds 

5. Market power does not imply that a monopolist can charge to social cost, thus reducing social welfare even further. 
any price it wants. Monopolies are constrained by market 
demand. They can sell only what people will buy and only at 
a price that people are willing to pay. PRICE DISCRIMINATION p.275 

17. Charging different prices to different buyers is called price 

PRICE AND OUTPUT DECISIONS IN PURE discrimination. The motivation for price discrimination is 

MONOPOLY MARKETS >. 263 fairly obvious: If a firm can identify those who are willing to 
pay a higher price for a good, it can eatn more profit from 

6. In perfect competition, many firms supply homogeneous theauby charcipes bichee ne 

products. With only one firm in a monopoly market, how- ‘ 
ever, there is no distinction between the firm and the 18. A firm that charges the maximum amount that buyers are 

industry—the firm is the industry. The market demand willing to pay for each unit is practicing perfect price 
curve is thus the firm’s demand curve, and the total quantity discrimination. 
supplied in the market is what the monopoly firm decides to 19. A perfectly price-discriminating monopolist will actually 
produce. produce the efficient quantity of output. 

7. For a monopolist, an increase in output involves not just 20. Examples of price discrimination are all around us. Airlines 
producing more and selling it but also reducing the price of routinely charge travelers who stay over Saturday nights a 
its output to sell it. Thus, marginal revenue, to a monopolist, much lower fare than those who do not. Business travelers gen- 
is not equal to product price, as it is in competition. Instead, erally travel during the week, often are unwilling to stay over 
marginal revenue is lower than price because to raise output Saturdays, and generally are willing to pay more for tickets. 
1 unit and to be able to sell that 1 unit, the firm must lower 

the price it charges to all buyers. 
8. A profit-maximizing monopolist will produce up to the REMEDIES FOR MONOPOLY: ANTITRUST POLICY >». 277 

point at which marginal revenue is equal to marginal cost 21. Governments have assumed two roles with respect to imper- 
(MR = MC). fectly competitive industries: (1) They promote competition 

9. Monopolies have no identifiable supply curves. They simply and restrict market power, primarily through antitrust laws 
choose a point on the market demand curve. That is, they and other congressional acts; and (2) they restrict competi- 
choose a price and quantity to produce, which depend on tion by regulating industries. 
both the marginal cost and the shape of the demand curve, 22. In 1914, Congress passed the Clayton Act, which was 

10. In the short run, monopolists are limited by a fixed factor of designed to strengthen the Sherman Act and to clarify what 
production, just as competitive firms are. Monopolies that specific forms of conduct were “unreasonable” restraints of 
do not generate enough revenue to cover costs will go out of trade. In the same year, the Federal Trade Commission was 
Baginessan hic lone tir established and given broad power to investigate and regu- 

late unfair methods of competition. 
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Visit www.myeconlab.com to complete the problems marked in orange online. You will receive ay 

instant feedback on your answers, tutorial help, and access to additional practice problems. SX in a\yeconlab 

@B Do you agree or disagree with each of the following statements? Justice concurs and prepares a civil suit. Suppose you work 

Explain your reasoning. 

a. For a monopoly, price is equal to marginal revenue because a 

monopoly has the power to control price. 

b. Because a monopoly is the only firm in an industry, it can 

charge virtually any price for its product. 

c. Itis always true that when demand elasticity is equal to —1, 

marginal revenue is equal to 0. 

Explain why the marginal revenue curve facing a competitive 

firm differs from the marginal revenue curve facing a monopolist. 

Assume that the potato chip industry in the Northwest in 2007 

was competitively structured and in long-run competitive equi- 

librium; firms were earning a normal rate of return. In 2008, 

two smart lawyers quietly bought up all the firms and began 

operations as a monopoly called “Wonks.” To operate efficiently, 

Wonks hired a management consulting firm, which estimated 

long-run costs and demand. These results are presented in the 

following figure. : 

$ 
MC ==MC; 

1 

AC 

0 Q 

(2,MC; = the horizontal sum of the marginal cost curves of the 

individual branches/firms. ) 

a. Indicate 2007 output and price on the diagram. 

b. By assuming that the monopolist is a profit-maximizer, indi- 

cate on the graph total revenue, total cost, and total profit 

after the consolidation. 

c. Compare the perfectly competitive outcome with the 

monopoly outcome. 

d. In 2008, an old buddy from law school files a complaint with 

the Antitrust Division of the Justice Department claiming 

that Wonks has monopolized the potato chip industry. 

in the White House and the president asks you to prepare a 

brief memo (two or three paragraphs) outlining the issues. 

In your response, be sure to include: 

(1) The economic justification for action. 

(2) A proposal to achieve an efficient market outcome. 

Willy’s Widgets, a monopoly, faces the following demand sched- 

ule (sales in widgets per month): 

Price $20 $30 $40 $50 $60 $70 $80 $90 $100 

Quantitydemanded 40 35 30 25 20 15 = 10 5) 0 

Calculate marginal revenue over each interval in the 

schedule—for example, between q = 40 and q = 35. Recall that 

marginal revenue is the added revenue from an additional unit 

of production/sales and assume that MR is constant within each 

interval. 
If marginal cost is constant at $20 and fixed cost is $100, 

what is the profit-maximizing level of output? (Choose one of 

the specific levels of output from the schedule.) What is the level 

of profit? Explain your answer using marginal cost and marginal 

revenue. 
Repeat the exercise for MC = $40. 

The following diagram illustrates the demand curve facing a 

monopoly in an industry with no economies or diseconomies of 

scale and no fixed costs. In the short and long run MC = ATC. 

Copy the diagram and indicate the following: 

$ 

MC=ATC 

0 Output, Q 
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a. 

c. 

d. 

e. 

f. 

Optimal output 

Optimal price 

Total revenue 

Total cost 

Total monopoly profits 

Total “excess burden” or “welfare costs” of the monopoly 

(briefly explain) 

The following diagram shows the cost structure of a monopoly 

firm as well as market demand. Identify on the graph and calcu- 

late the following: 

a. 

b. 

c. 

d. 
e. 

Consider the following monopoly that produces paperback books: 

Profit-maximizing output level 

Profit-maximizing price 

Total revenue 

Total cost 

Total profit or loss 

$ 

fixed costs = $1,000 

marginal cost = $1 (and is constant) 

Draw the average total cost curve and the marginal cost 

curve on the same graph. 

Assume that all households have the same demand schedule 
given by the following relationship: 

Q 

Assuming 400 households are in the economy, draw the 

market demand curve and the marginal revenue schedule 

facing the monopolist. 

What is the monopolist’s profit-maximizing output? What is 

the monopolist’s price? 

d. What is the “efficient price,” assuming no externalities? 

Suppose the government “imposed” the efficient price by 

setting a ceiling on price at the efficient level. What is the 

long-run output of the monopoly? 

Suggest an alternative approach for achieving an efficient 
outcome. 

*§. In Taiwan, there is only one beer producer, a government- 

owned monopoly called Taiwan Beer. Suppose that the company 

were run in a way to maximize profit for the government. That 

is, assume that it behaved like a private profit-maximizing 

monopolist. Assuming demand and cost conditions are given on 

the following diagram, at what level would Taiwan Beer target 

output and what price would it charge? 

Now suppose Taiwan Beer decided to begin competing in 

the highly competitive American market. Assume further that 

Taiwan maintains import barriers so that American producers 

cannot sell in Taiwan but that they are not immediately recipro- 

cated. Assuming Taiwan Beer can sell all that it can produce in 

the American market at a price P = Pi. indicate the following: 

Total output 

Output sold in Taiwan 

New price in Taiwan 

Total sold in the United States 

Total profits 

Total profits on U.S. sales 

Total profits on Taiwan sales mmono ge 

$ 

MC 

AC 

Dreiwart 

Q 
MR 

9. One of the big success stories of recent yeass has been Google. 

Research the firm and write a memorandunt to the head of the 

Antitrust Division of the Justice Department presenting the case 

for and against antitrust action against Google. In what ways has 

Google acted to suppress competition? What private suits have 

been brought? What are the benefits of a strong, profitable Google? 

[Related to the Economics in Practice on p. 272] When cable 

television was first introduced, there were few substitutes for it, 

particularly in areas with poor reception of network TV. In the 
current environment, a number of companies from outside the 
industry (for example, AT&T) have begun to develop new ways 
to compete with cable. What effect should we expect this to have 
on the cable companies? 

@§R [Related to the Economics in Practice on p. 279] Why might 
Whole Foods want to merge with Wild Oats? 

“Note: Problems marked with an asterisk are more challenging. 
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Oligopoly 

We have now examined two “pure” 

market structures. At one extreme 

is perfect competition, a market 

structure in which many firms, 

each small relative to the size of the 

market, produce undifferentiated 

products and have no market 

power at all. Each competitive firm 

takes price as given and faces a per- 

fectly elastic demand for its prod- 

uct. At the other extreme is pure 

monopoly, a market structure in 

which only one firm is the indus- 

try. The monopoly holds the power 

to set price and is protected against competition by barriers to entry. Its market power would be 

complete if it did not face the discipline of the market demand curve. Even a monopoly, however, 

must produce a product that people want and are willing to pay for. 

Most industries in the United States fall somewhere between these two extremes. In the next 

two chapters, we focus on two types of industries in which firms exercise some market power but 

at the same time face competition: oligopoly and monopolistic competition. In this chapter, we 

- cover oligopolies, and in Chapter 15, weturn to monopolistic competition. 

An oligopoly is an industry dominated by a few firms that, by virtue of their individual 

sizes, are large enough to influence the market price. Oligopolies exist in many forms. Consider 

he following cases: 

In the United States, 90 percent of the music produced and sold comes from one of four stu- 

dios: Universal, Sony, Warner, or EMI. The competition among these four firms is intense, but 

most of it involves the search for new talent and the marketing of that talent. Although studios 

compete less on price, Radiohead’s 2007 campaign to have consumers set their own price in buy- 

ing its new CD may result in a shake-up of the industry. ; 

Stents are small metal devices used to prop open coronary arteries once they have been 

unblocked by angioplasty surgery. In the United States, the $1 billion stent market is dominated 

by three firms: Boston Scientific, Johnson & Johnson, and Medtronic. Among the three, there is 

fierce competition in the area of research and development (R&D) as they try to develop new, 

improved products. In 2007, Johnson & Johnson tried marketing its stents directly to patients, 

with an advertisement during the Dallas Cowboys—New York Jets Thanksgiving Day football 

game. On the other hana, we see very little price competition among these firms. 

Airlines are another oligopolistic industry, but price competition can be fierce. When 

Southwest enters a new market, travelers often benefit from large price drops. 

In 2006, Sony and Toshiba each introduced a new technology in the high-definition DVD 

market. In this case, the two competitors took different strategies in terms of prices versus prod- 

uct quality. Much of the competition took place in the attempts of the two companies to win over 

studios that would produce movies compatible with one of the firm’s new technologies. In the 

end, Sony’s technology won out. 

What we see in these examples is the complexity of competition among oligopolists. 

Oligopolists compete with one another not only in price but also in developing new products, 

marketing and advertising those products, and developing c
omplements to use with the products. 
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Five Forces model A 

model developed by Michael 

Porter that helps us 

understand the five 

competitive forces that 

determine the level oF 
competitron-and-profitability 

ingen mauistry— 
a 

> FIGURE 14.1 
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At times, in some industries, competition in any of these areas can be fierce; in the other industries, 

there seems to be more of a “live and let live” attitude. The complex interdependence among oli- 

gopolists combined-with the wide range of strategies that they use to compete makes them difficult 

to analyze. To find the right strategy, firms need to anticipate the reactions of their customers and 

their rivals to what the firms do. If I raise my price, will my rivals follow me? If they do not, will my 

customers leave, or are they attracted enough to what I produce that they will continue to purchase 

from me? If Universal decides to dramatically cut prices of its music and redo its contracts with 

artists so that they earn more revenue from concerts, will Sony imitate that strategy? If Sony does, 

how will that affect Universal? As you can see, these are hard, although interesting, questions. This 

chapter will introduce you to a range of different models from the fields of game theory and com- 

petitive strategy to help you answer these questions. 

The four cases just described differ not only in how firms compete but also in some of the 

fundamental features of their industries. Before we describe the formal models of the way oligop- 

oly firms interact, it is useful to provide a few tools that can be used to analyze the structure of the 

industries to which those firms belong. Knowing more of the structure of an industry can help us 
figure out which of the models we describe will be most helpful. For this exercise, we will rely on 

some of the tools developed in the area of competitive strategy used in business schools and in 

management consulting. 

Market Structure in an Oligopoly 
One of the standard models used in the competitive strategy area to look at the structure of an 

oligopoly industry is the Five Forces model developed by Michael Porter of Harvard University. 

Figure 14.1 illustrates the model. 

~ COMPETITORS — 
peme 

- Rivalry Among 
Existing Firms 

(Pa 

_ 

The five forces help us explain the relative profitability of an industry and identify in which area 
firm rivalry is likely to be most intense. ire 

The center box of the figure focuses on the competition among the existing firms in the 
industry. In the competitive market, that box is so full of competitors that no individual firm 
needs to think strategically about any other individual firm. In the case of monopoly, the center 
box has only one firm. In an oligopoly, there are a small number of firms and each of those firms 
will spend time thinking about how it can best compete against the other firms. 

What characteristics of the existing firms should we look at to see how that competition will 
unfold? An obvious structural feature of an industry to consider is the number and size distribution 
of those firms. Do the top two firms have 90 percent of the market or only 20 percent? Is there one 
very large firm and a few smaller competitors, or are firms similar in size? Table 14.1 shows the dis- 
tribution of market shares in a range of different U.S. industries, based on census data using value of 
shipments. Market share can also be constructed using employment data. We can see that even 
within industries that are highly concentrated, there are differences. Ninety percent of U.S. beer is 
made by the top four firms (Anheuser-Busch itself produces 50 percent of the beer sold in the 
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United States), but there is a relatively large fringe of much smaller firms. In the copper industry, we 
find only large firms. As we will see shortly in the models, with fewer firms, all else bein equal com- kW a fut Se 
petition is reduced. 

TABLE 14.1 Percentage of Value of Shipments Accounted for by the Largest Firms in 
High-Concentration Industries, 2002 

Industry Designation Four Largest Firms Eight Largest Firms Number of Firms 

Primary copper 99 100 10 
Cigarettes 95 99 1S 
Household laundry 93 100 13 
equipment 

Cellulosic man-made fiber 93 100 8 

Breweries 90 94 344 

Electric lamp bulbs 89 94 W/ 

Household refrigerators 85 95 18 
and freezers 

Small arms ammunition 83 89 109 

Cereal breakfast foods 82 93 45 

Motor vehicles 81 91 308 

Source: U.S. Department of Commerce, Bureau of the Census, 2002 Economic Census, Concentration Ratios: 2002 ECO2-31SR-1, 

May 2006. 

We are also interested in the size distribution of firms among the top firms. Again, looking at 

the beer industry, while Anheuser-Busch produces half of the U.S. beer consumed, MillerCoors (a 

recently merged pair) is now up to 30 percent of the market, giving us a two-firm concentration | concentration ratio The 

ei In the market for conventional DVD players, Sony controls 20 percent of the | share of industry output in 

market, but the next three or four firms in the industry have similar shares. When we discuss the | sales or employment 

price leadership model of oligopoly, we will highlight this question of size distribution. In our accounted for by the top firms. 

discussion of government merger policy, we will discuss measures other than the concentration 

ratio that can be used to measure firm shares. 

The final feature of existing firms that we want to look at is the amount of product differen- 

tiation we see in the industry. Are the firms all making the same product, or are the products 

very different,from one another? This takes us back to the issue of how close products are as sub- 

stitutes, a topic introduced in Chapter 13 in the description of monopoly. The more differenti- 

ated products produced by oligopolists are, the more their behavior will resemble that of the 

monopolist. 

Now look at the boxes to the north and south of the competitive rivalry box in Figure 14.1. 

To the north, we see potential entrants. In the last chapter, we described the major sources of 

entry barriers. When entry barriers are low, new firms can come in to compete away any excess 

profits that existing firms are earning. In an oligopoly, we find that the threat of entry by new 

firms can play an important role in how competition in the industry unfolds. In some cases, the 

threat alone may be enough to make an industry with only a few firms behave like a perfectly 

competitive firm. Markets in which entry and exit are easy so that the threat of potential entry 

holds down prices to a competitive level are known as contestable markets. contestable 

Consider, for example, a small airline that can move its capital stock from one market to \ markets Markets in which 

another with little cost. Cape Air flies between Boston, Martha’s Vineyard, Nantucket, and Cape \entry and exit are easy. 

Cod during the summer months. During the winter, the same planes are used in Florida, where 

they fly up and down that state’s west coast between Naples, Fort Meyers, Tampa, and other cities. i} 

A similar situation may occur when a new industrial complex is built at a fairly remote site and a ke : 

number of trucking companies offer their services. Because the trucking companies capital stock @yu ce “a 2 se Vv 

is mobile, they can move their trucks somewhere else at no great cost if business is not profitable. es Lebar 

Existing firms in this market are continuously faced with the threat of competition. In con- Arms pre ( ; 

testable markets, even large oligopolistic firms end up behaving like perfectly competitive firms. Re he Ait a ee 

Prices are pushed to long-run average cost by competition, and positive profits do not persist. 
/ 

. To the south of the competitor box, we see substitutes. For oligopolists—just like the Fis S 

monopolists described in the last chapter—the availability of substitute products outside the 

industry will limit the ability : of firms to earn high profits. es } 

7] as ¢ S$ as sh Lis ‘i & cart 
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ECONOMICS IN PRACTICE | 

Why are Record Labels Losing Key Stars 
like Madonna? 
How can we use the Five Forces model 
to help us understand the competition 

record labels face? Notice first that the 

defectors from the labels—Madonna, 

Radiohead, and Nine Inch Nails—are 

well-known stars. For the record labels, 

these stars are suppliers. As.these stars 

gain_in popularity, they can “drive 

harder bargains with the record labels. 
(This is one reason record labels sign 

artists to multiple record contracts, but 

no contract lasts forever.) While the 

supply of unknown singers is likely quite elastic, the supply of branded stars like Madonna is 

- much more inelastic. Some people would argue that venues such as YouTube reduce the power of 

the record labels, even for young artists, by providing low-cost exposure. Here, YouTube serves as 

a substitute for the record labels from the perspective of the unknown artists. Buyers are also gain- 

on music and concerts play a bigger role in generating revenue for artists. Most observers think 

that the sum of these changes brought by new technology will be negative for record label profits. 

Madonna (and the Internet) Disrupts Another Business 

Wall Street Journal 

Madonna has always had a keen eye for the latest trends and her new megadeal is no 

exception. But this time it’s not due to the latest musical styles she’s embracing. It’s the 
fact that the Internet is disrupting traditional business models. ; 

Rather than renewing her contract with her longtime record label Warner Bros., the 

Material Girl is signing a 10-year, $120-million deal with a concert-promotion com- 

pany, the Journal reports. The promoter, Live Nation, probably won’t make that back by 

selling the three albums worth of music Madonna’s agreed to record for them. Instead, 

it intends to make a profit by selling everything from concert tickets to Madonna-brand 
perfumes to corporate sponsorships. 

It’s a textbook example of how the Internet is disrupting an industry. The record labels 
used to be the key players in the music industry. Getting music to fans meant negotiating 

a complex supply chain that included printing records and delivering them to stores. 
Looking at it this way, the record labels are more or less distribution companies. Yes, it’s a 

simplified view, but it also makes it easier to see the broader implications, because most 

successful companies have had to master two skills: making stuff and distributing stuff. 
The Internet is the world’s most efficient distribution channel, which makes it a 

threat to any business whose business model relies on getting product to customers. In 
the case of the music industry, anyone can now distribute their music over the Internet 
for little or no cost. This, in turn, changes the value of recorded music. Madonna and 
bands like Radiohead and Nine Inch Nails realize that the best way to make money is to 
use their music as a way to promote their overall brands. 

The music industry is just the most obvious example of the way the Internet is chang- 
ing the way an industry distributes, values and indeed defines its product. 
Newspapers—including the Business Technology Blog’s employer—are going through 
their own version of this disruption right now. And it’s just a matter of time before it 
impacts other industries. 

Source: October 10, 2007 
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Now take a look at the horizontal boxes in Figure 14.i. One of the themes in this book has 
been the way in which input and output markets are linked. Firms that sell in the product market 
also buy in the input market. Conditions faced by firms in their input markets are described in 
the left-hand box, suppliers. The circular flow diagram in Chapter 3 emphasizes this point. We see 
this same point in the Five Forces horizontal boxes. Airlines, which have some market power in ‘ (sh cas Cea 
the airline industry, face strong oligopolists when they try to buy or lease airplanes. In the air- 7 v in iso 
plane market, Boeing and Airbus control almost the entire market for commercial airplanes. In ie! leery ou 5 
the market for leasing planes, GE has a dominant position. When a firm with market power faces Re ere (s-4| a 
another firm with market power in the input markets, interesting bargaining dynamics may 

result in terms of who ends up with the profits. AW An oe 
Finally, on the right side of the Five Forces diagram, we see the buyer or consumer—in some 2. 

ways the most important part of the schema. Buyer preferences, which we studied as we looked at \ ( ches ae. 
individual demand and utility functions—help to determine how successful a firm will be when it i > ps SoA 
tries to differentiate its products. Some buyers can also exert bargaining power, even when faced with S in 
a relatively powerful seller. When people think of buyers, they usually think of the retail buyer of con- 
sumer goods. These buyers typically have little power. But many prod economy are Rae ee Rate 

sold to other firms, and in many of these markets firms face highly concentrated buyers. Intel sells its A 

processors to the relatively concentrated personal computer market, in which Dell has a large share. Fite ee aN ‘4 y° eet + 

Proctor & Gamble (P&G) sells its consumer products to Wal-Mart, which currently controls 25 per- Cue A ‘i 4 

cent of the retail grocery market. Wal-Mart's power has enormous effects on how P&G can compete et Bia, ig 

in its markets. wid Laie eo res 

We have now identified a number of the key features of an oligopolistic industry. qt Al lew / 

Understanding these features will help us predict the strategies firms will use to compete with “ sh 
Wel 

their rivals for business. We turn now to some of the models of oligopolistic behavior. 

Oligopoly Models 
Because many different types of oligopolies exist, a number of different oligopoly models have 

been developed. The following provides a sample of the alternative approaches to the behavior 

(or conduct) of oligopolistic firms. As you will see, all kinds of oligopolies have one thing in com- 

mon: The behavior of any given oligopolistic firm depends on the behavior of the other firms in 

the industry composing the oligopoly. pee rete ee oe 

The Collusion Model 

In Chapter 13, we examined what happens when a perfectly competitive industry falls under the 

control of a single profit-maximizing firm. We saw that when many competing firms act inde- 

pendently, they produce more, charge a lower price, and earn less profit than if they had acted as 

a single unit. If these firms get together and agree to cut production and increase price—that is, if 

firms can agree not to price compete—they will have a bigger total-profit pie to carve. When a 

group of profit-maximizing oligopolists colludes on price and output, the result is the same as it 

would be ifa monopolist controlled the entire industry. That is, the colluding oligopoly will face 

market demand and produce only up to the point at which marginal revenue and marginal cost 

are equal (MR = MC) and price will be set above marginal cost. —~>/, coo® 

A group of firms that gets together and makes price and output een jointly is called a 

cartel. Perhaps the most familiar example of a cartel today is the Organization of Petroleum |cartel A group of firms that 

Exporting Countries (OPEC). The OPEC cartel consists of 13 countries, including Saudi Arabia | gets together and makes joint 

and Kuwait, that agree on oil production levels. As early as 1970, the OPEC cartel began to cut | price and output decisions to 

petroleum production. Its decisions in this matter led to a 400 percent increase in the price of maximize Joint profits. 

crude oil on world markets during 1973 and 1974. 

OPEC is a cartel of governments. Cartels consisting of firms, by contrast, are illegal under 

USS. antitrust laws described in Chapter 13. Price fixing has been defined by courts as any agree- 

ment among individual competitors concerning prices. All agreements aimed at fixing prices or 

- output levels, regardless of whether the resulting prices are high, are illegal. Moreover, price fixing 

is a criminal offense, and the penalty for being found guilty can involve jail time as well as fines. 

In the 1950s, a group of 12 executives from five different companies in the electrical equipment 

industry were found guilty of a price-fixing scheme to rotate winning bids among the firms. All 
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tacit collusion Collusion 

occurs when price- and 

quantity-fixing agreements 

among producers are explicit. 

Tacit collusion occurs when such 

agreements are implicit. 

price leadership A form 

of oligopoly in which one 

dominant firm sets prices and 
ache sitallehinnaa the 
industry follow its pricing 

policy. ~ 

ee 

were fined and sentenced to jail. In 2005, a former executive from Bayer AG, a major German 

pharmaceutical company, was sentenced to four months in jail and given a $50,000 fine for price 

fixing. In 2007, the U.S. government launched suits charging price fixing against a number of 

firms in industries ranging from car rental to board game manufacturers. Despite the clear ille- 

gality of price fixing, the lure of profits seems to attract some executives to agree on prices. 

For a cartel to work, a number of conditions must be present. First, demand for the cartel’s 

product must be inelastic. If many substitutes are readily available, the cartel’s price increases may 

become self-defeating as buyers switch to substitutes. Here we see the importance of understand- 

ing the substitutes box in Figure 14.1. Second, the members of the cartel must play by the rules. If 

a cartel is holding up prices by restricting output, thére is a big incentive for members to cheat by 

mean huge profits. 

Incentives of the various members of a cartel to “cheat” rather than cooperate on the cartel high- 

lights the role of the size distribution of firms in an industry. Consider an industry with one large 

firm and a group of small firms that has agreed to charge relatively high prices. For each firm, the 

price will be above its marginal cost of production. Gaining market share by selling more units is thus 

very appealing. On the other hand, if every firm drops prices to gain a market share, the cartel will 

collapse. For small players in an industry, the attraction of the added market share is often hard to 

resist, while the top firms in the industry have more to lose if the cartel collapses and have less added 

market share to gain. In most cartels, it is the small firms that begin pricing at below cartel prices. 

Collusion occurs when price- and quantity-fixing- agreements are explicit, as in a cartel. Tacit 

collusion occurs when firms end up fixing prices without a specific agreement or when such agree- 

ments are implicit. A small number of firms with market power may fall into the practice of setting 

similar prices or following the lead of one firm without ever meeting or setting down formal agree- 

ments. The fewer and more similar the firms, the easier it will be for tacit collusion to occur. As we 

will see later in this chapter, antitrust laws also play a role in trying to discourage tacit collusion. 
— 

The Price-Leadership Model 
In another form of oligopoly, one firm dominates an industry and all the smaller firms follow the 

leader’s pricing policy—hence its name price leadership. If the dominant firm knows that the 

smaller firms will follow its lead, it will derive its own demand curve by subtracting from total 
market demand the amount of demand that the smaller firms will satisfy at each potential price. 

The price-leadership model is best applied when the industry is made up of one large firm 

and a number of smaller competitive firms(Under these conditions, we carn think of the domi- 

nant firm as maximizing profit subject to the constraint of market demand and subject to the 

behavior of the smaller competitive firms,Smaller firms then can essentially sell all they want at 

this market price. The difference between the quantity demanded in the market and the amount 

supplied by the smaller firms is the amount that the dominant firm will produce. 

Under price leadership, the quantity demanded in the market will be produced by a mix of 
the smaller firms and the dominant firm. Contrast this situation with that of the monopolist. 
For a monopolist, the only constraint it faces comes from consumers, who at some price will 
forgo the good the monopolist produces. In an oligopoly, with a dominant firm practicing price 
leadership, the existence of the smaller firms (and their willingness to produce output) is also a 
constraint. For this reason, the output expected under price leadership lies between catches 
monopolist and the competitive firm, with prices also set between the two price levels. 

The fact that the smaller firms constrain the behavior of the dominant firm suggests that that 
firm might have an incentive to try to push those smaller firms out of the market by buying up or 
merging with the smaller firms. We have already seen in the monopoly chapter how moving from 
many firms to one firm can help a firm increase profits, even as it reduces social welfare. Antitrust 
rules governing mergers, discussed later in this chapter, reflect the potential social costs of such 
mergers. An alternative way for a dominant firm to reduce the number of smaller firms in its 

_industry is through aggressive price setting. Rather than accommodate the small firms, as is done 
in the price leadership situation, the dominant firm can try cutting prices aggressively until the 
smaller firms leave. The practice by which a large, powerful firm tries to drive smaller firms out of 
the market by temporarily selling at an artificially low price is called predatory pricing. Suc 
behavior can be very expensive for the larger firm and is often ineffective. Changing prices below 
average variable costs to push other firms out of an industry in the expectation of later recouping 
through price increases is also illegal under antitrust laws. 

ea =e 
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The Cournot Model 

A very simple model that illustrates the idea of interdependence among firms in an oligopoly is 
the Cournot model, introduced in the 19th century by the mathematician Antoine Augustin 
Cournot. The model was based on Cournot’s observations of competition between two produc- 
ers of spring water. Despite the age of the model and some if its restrictive assumptions, the intu- 

_ ition that emerges from it has proven to be helpful to economists and policy makers. 
The original Cournot model focused on an oligopoly with only two firms. A two-firm oli- 

gopoly is known as a duopoly. We assume the firms produce identical products. We will also \ duopoly A two-firm 

assume that the firms have identical cost structures and that, in contrast to the example we oligopoly. 

described earlier in this chapter, the firms cannot collude. 
The key feature of an oligopoly, compared to the competitive firm, is that a firm’s optimal deci- 

sions depend on the actions of the other individual firms in its industry. Ina duopoly, as we are 

modeling here, the right output choice for each of the two firms will depend on what the other firm 

does. Cournot provides us with one way to model how firms take each other’s behavior into account. 

~~Return to the monopoly example that we used in the last chapter in Figure 13.9 on p. 273, 

reproduced here as Figure 14.2(a). Marginal cost is constant at $2, and the demand curve facing 

the monopolist firm is the downward-sloping market demand curve. Recall that the marginal 

revenue curve lies below the demand curve because in order to increase sales the monopoly firm 

must lower its per-unit price. In this example, the marginal revenue curve hits zero at an output 

of 3,000 units. In this market, the monopolist maximizes profits at a quantity of 2,000 units and 

a price of $4 as we saw in the last chapter. What happens in this market if, instead of having one 

monopoly firm, we have a Cournot duopoly? What does the duopoly equilibrium look like? 

In choosing the optimal output, the monopolist had only to consider its own costs and the 

demand curve that it faced. The duopolist has another factor to consider: how much output will its 

rival produce? The more the rival produces, the less market is left for the other firm in the duopoly. 

In the Cournot model, each firm looks at the market demand, subtracts what it expects the rival 

firm to produce, and chooses its output to maximize its profits based on the market that is left. — 

Let’s illustrate the Cournot duopoly solution to this problem with two firms, Firm A and 

Firm B. Recall the key feature of the duopoly: Firms must take each other’s output into account vee 

when choosing their own output. Given this feature, it is helpful to look at how each firm’s opti- 

mal output might vary with its rival’s output. In Figure 14.2(b), we have drawn two reaction Hee: pr 

functions, showing each,firm’s optimal, profit-maximizing output as it depends on its rival’s eh BN) 

output. The Y-axis shows levels of Firm A’s output, denoted q, and the X-axis shows Firm B’s yor “bor 

output denoted as qp. 
i ee ats 
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a FIGURE 14.2 Graphical Depiction of the Cournot Model 

The left graph shows a profit-maximizing output of 2,000 units for a monopolist with marginal cost of $2. 

The right graph shows output of 1,333.33 units each for two duopolists with the same marginal cost of $2, 

facing the same demand curve. Total industry output increases as we go from the monopolist to the Cournot 

duopolists, but it does not rise as high as the competitive output (here 4,000 units). 
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we 

Several of the points along Firm A’s reaction function should look familiar. Consider the 

point where Firm A’s reaction function crosses the vertical axis. At this point, Firm As task is to 

choose the optimal output assuming Firm B produces 0. But we know what this point is from 

solving the monopoly problem. If Firm B produces nothing, then Firm A is a monopolist and it 

optimally produces 2,000 units. So if Firm A expects Firm B to produce 0, it should produce 2,000 

to maximize its profits. 

Look at the point at which Firm A’s reaction function crosses the horizontal axis. At this 

point Firm B is producing 4,000 units. Look back at Figure 14.2(a). At an output level of 4,000 units 

the market price is $2, which is the marginal cost of production. If Firm A expects Firm B to pro- 

duce 4,000 units, there is no profitable market left for Firm A and it will produce 0. If you start 

there, where the output of Firm B (measured on the horizontal axis) is 4,000 units each period, 

and you let Firm B’s output fall moving to the left, Firm A will find it in its interest to increase 

output. If you carefully figure out what Firms A’s profit-maximizing output is at every possible 

level of output for Firm B, you will discover that Firm A’s reaction function is just a downward- 

sloping line between 2,000 on the Y-axis and 4,000 on the X-axis. The downward slope reflects 

the way in which firm A chooses its output. It looks at the market demand, subtracts its rival’s 

output and then chooses its own optimal output. The more the rival produces, the less market is 

profitably left for the other firm in the duopoly. 
Next, we do the same thing for Firm B. How much will Firm B produce if it maximizes profit 

and accepts Firm A’s output as given? Since the two firms are exactly alike in costs and type of 

product, Firm B’s reaction function looks just like Firm A’s: When Firm B thinks it is alone in the 

market (Firm A’s output on the vertical axis is 0) it produces the monopoly output of 2,000; when 

Firm Bthinks Firm A is going to produce 4,000 units, it chooses to produce 0. 
As you can see, the two reaction functions cross. Each firm’s reaction function shows what it 

wants to do, conditional on the other firm’s output. At the point of intersection, each firm is 

doing the best it can, given the actual output of the other firm. This point is sometimes called the 

best response equilibrium. As you can see from the graph, the Cournot duopoly equilibrium to this 

problem occurs when each firm is producing 1,333.33 units for an industry total of 2,666.66. 

This output is more than the original monopolist produced in this market, but less than the 

4,000 units that a competitive industry would produce. 

It turns out that the crossing point is the only equilibrium point in Figure 14.2(b). To see why, 

consider what happens if you start off with a monopoly and then let a second firm compete. 

Suppose, for example, Firm A expected Firm B to stay out of the market, to produce nothing, leav- 

ing Firm A as a monopolist. With that expectation, Firm A would choose td produce 2,000 units. 

But now look at Firm B’s reaction function. If Firm A is now preducing 2,000 units, Firm B’s 

profit-maximizing output is not zero, it is 1,000 units. Draw a horizontal line from Firm A’s out- 

put level of 2,000 to Firm B’s reaction function and then go down to the X-axis and you will dis- 

cover that Firm B’s optimal output lies at 1,000 units. So an output level for Firm A of 2,000 units 
isnot-an-equilibrium because it was predicated on a sfodlictiGd Faction eee that was incor- 
rect. Going one step further, with Firm B now producing 1,000 units, Firm A will cut back from 
2,000. This will in turn lead to a further increase in Firm B’s output and the process will go on 
until both are producing 1,333.33. 

As we have seen, the output level predicted by the Cournot model is between that of the 
monopoly and that of a perfectly competitive industry. Later extensions of the Cournot model 
tell us that the more firms we have, behaving as Cournot predicted, the closer output (and thus 
prices) will be to the competitive levels. This type of intuitive result is one reason the Cournot 
model has been widely used. A criticism of the model is that it provides an oversimplified view of 
firm interaction, with each firm taking its rival output as fixed. The field of game theory, to which 
we now turn, offers a more sophisticated and complete view of firm interactions. 

Game Theory 
The firms in Cournot’s model do not anticipate the moves of the competition. Instead, they try to 
guess the output levels of their rivals and then choose optimal outputs of their own. But notice, 
the firms do not try to anticipate or influence what the rival firms will do in response to their own 
actions. In many situations, it does not seem realistic for firms to just take their rival’s output as 



independent of their own. We might think that Intel, recognizing how important Advanced 
Micro Devices (AMD) is in the processor market, would try to influence AMD’s business deci- 
sions. Game theory is a subfield of economics that analyzes the choices-made by rival firms, peo- 

ple, and even governments when they are trying to maximize their own well-being while 

anticipating and reacting to the actions of others in their environment. 

Game theory began in 1944 with the work of mathematician John von Neumann and econ- 

omist Oskar Morgenstern who published path-breaking work in which they analyzed a set of 

problems, or games, in which two or more people or organizations pursue their own interests and 

in which neither one of them can dictate the outcome. Game theory has become an increasingly 

popular field of study and research. The notions of game theory have been applied to analyses of 

firm behavior, politics, international relations, nuclear war, military strategy, and foreign policy. 

In 1994, the Nobel Prize in Economic Science was awarded jointly to three early game theorists: 

John F. Nash of Princeton University, John C. Harsanyi of the University of California at Berkeley, 

and Reinhard Selten of the University of Bonn. You may have seen the movie A Beautiful Mind 

about John Nash and his contribution to game theory. 
Game theory begins by recognizing that in all conflict situations, there are decision makers 

(or players), rules of the game, and payoffs (or prizes). Players choose strategies without knowing 
with certainty what strategy the opposition will use. At the same time, though, some information 

that indicates how their opposition may be “leaning” may be available to the players. Most cen- 

trally, understanding that the other players are also trying to do their best will be helpful in pre- 

dicting their actions. 
Figure 14.3 illustrates what is called a payoff matrix for a simple game. Each of two firms, A 

and B, must decide whether to mount an expensive advertising campaign. If each firm decides 

not to advertise, it will earn a profit of $50,000. If one firm advertises and the other does not, the 

firm that does will increase its profit by 50 percent (to $75,000) while driving the competition 

into the loss column. If both firms decide to advertise, they will each earn profits of $10,000. They 

may generate a bit more demand by advertising, but not enough to offset the expense of the 

advertising. 

If firms A and B could collude (and we assume that they cannot), their optimal strategy 

would be to agree not to advertise. That solution maximizes the joint profits to both firms. If 

4 belt Nd 1X 

B’s Strategy 

Do not advertise 

B’s profit = 

’ $50,000 

Do not advertise 
A's profit = 

$50,000 

A’s Strategy 

B’s loss = 

$25,000 

Advertise 
A’s profit = 

$75,000 

Advertise 

B’s profit = 

$75,000 

B’s profit = 

$10,000 

A’s profit = 

$10,000 

both firms do not adveitise, joint profits are $100,000. If both firms advertise, joint profits are 

only $20,000. If only one of the firms advertises, joint profits are $75,000 — $25,000 = $50,000. 

We see from Figure 14.3 that each firm’s payoff depends on what the other firm does. In con- 

sidering what firms should do, however, it 1s more important to ask whether a firm's strategy 

depends on what the other firm does. Consider A’s choi 

it pays A to advertise. If B does not advertise, A makes 

ce of strategy. Regardless of what B does, 

$25,000 more by advertising than by not 

advertising. Thus, A will advertise. If B does advertise, A must advertise to avoid a loss. The same 

logic holds for B. Regardless of the strategy pursued by A, it pays B to advertise. A dominant 

strategy is one that is best no matter what the opposition does. In this game, both players have a 

dominant strategy, which is to advertise. 

— 
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choices made by rival Firms, 

people, and ever-gevernments 

when they are trying to 

maximize their own well-being 

while anticipating and reacting 

to the actions of others in their 

environment. 

4 FIGURE 14.3 Payoff 
Matrix for Advertising 

Game 

Both players have a dominant 
strategy. If B does not advertise, 

A will because $75,000 beats 

$50,000. If B does advertise, A 

will also advertise because a 

profit of $10,000 beats a loss of 

$25,000. A will advertise 

regardless of what B does. 

Similarly, B will advertise regard- 

less of what A does. If A does not 

advertise, B will because $75,000 

beats $50,000. If A does adver- 

tise, B will too because a $10,000 

profit beats a loss of $25,000. 

— 

dominant strategy In 

game theory, a strategy that Is 

best no matter what the 

opposition does. 
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prisoners’ dilemma A 

game in which the players are 

prevented from cooperating 

and in which each has a 

dominant strategy that leaves 

them both worse off than if 

they could cooperate. 

Nash equilibrium |n 
game theory, the result of all 

Riayers’ playing their best 

strategy given what their 

competitors are doing. 

7 

5 years in prison for armed robbery. If each one refuses to confess, they are convicted of a lesser 

charge, shoplifting, and get 1 year in prison each. The problem is that the district attorney has 

offered each of them a deal independently. If Ginger confesses and Rocky does not, Ginger goes 

free and Rocky gets 7 years. If Rocky confesses and Ginger does not, Rocky goes free and Ginger 

gets 7 years. The payoff matrix for the prisoners’ dilemma is given in Figure 14.4. 

Rocky 

Do not confess Confess 

Rocky; 1 year Rocky: free 

Do not confess 

Ginger: 1 year Ginger: 7 years 

Ginger 

Rocky: 7 years Rocky: 5 years 

Confess 

Ginger: free Ginger: 5 years 

a FIGURE 14.4 The Prisoners’ Dilemma 

Both players have a dominant strategy and will confess. If Rocky does not confess, Ginger will because going 

free beats a year in jail. Similarly, if Rocky does confess, Ginger will confess because 5S years in the slammer is 
better than 7. Rocky has the same set of choices. If Ginger does not confess, Rocky will because going free 

beats a year in jail. Similarly, if Ginger does confess, Rocky also will confess because 5 years in the slammer is 
better than 7. Both will confess regardless of what the other does. 

eas 

By looking carefully at the payoffs, you may notice that both Ginger and Rocky have dominant 

strategies: to confess. That is, Ginger is better off confessing regardless of what Rocky does and 

Rocky is better off confessing regardless of what Ginger does. The likely outcdme is that both will 

confess even though they would be better off if they both kept their mouths Shut. There are many 

cases in which we see games like this one. In a class that is graded on a curve, all students might 

consider agreeing to moderate their performance. But incentives to “cheat” by studying would be 

hard to resist. In an oligopoly, the fact that prices tend to be higher than marginal costs provides 

incentives for firms to “cheat” on output—restricting agreements by selling additional units. 

Is there any way out of this dilemma? There may be, under circumstances in which the game is 

played over and over. Look back at Figure 14.3. The best joint outcome is not to advertise. But the 

power of the dominant strategy makes it hard to get to the top-left corner. Suppose firms interact 

over and over again for many years. Now opportunities for cooperating are richer. Suppose firm A 

decided not to advertise for one period to see how firm B would respond. If firm B continued to 
advertise, A would have to resume advertising to survive. Suppose B decided to match A's strategy. 
In this case, both firms might—with no explicit collusion—end up not advertising after A figures 
out what B is doing. We return to this in the discussion of repeated games, which follows. 

There are many games in which one player does not have a dominant strategy, but in which 
the outcome is predictable. Consider the game in Figure 14.5(a) in which C does not have a dom- 
inant strategy. If D plays the left strategy, C will play the top strategy. If D plays the right strategy, C 
will play the bottom strategy. What strategy will D choose to play? If C knows the options, it will 
see that D has a dominant strategy and is likely to play that same strategy. D does better playing the 
right-hand strategy regardless of what C does. D can guarantee a $100 win by choosing right and 
is guaranteed to win nothing by piaying left. Because _D’s behavior is predictable (it will play the 
right-hand strategy), C will play bottom. When all players are playing their best strategy given what 
their competitors are doing, the result is called a Nash equilibrium, named after John Nash. We 
have already seen one example of a Nash equilibrium in the Cournot model. 
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Now suppose the game in Figure 14.5(a) were changed. Suppose all the payoffs are the same 
except that if D chooses left and C chooses bottom, C loses $10,000, as shown in Figure 14.5(b). 
While D still has a dominant strategy (playing right), C now stands to lose a great deal by choosing 
bottom on the off chance that D chooses left instead. When uncertainty and risk are introduced, 
the game changes. C is likely to play top and guarantee itself a $100 profit instead of playing bot- 

tom and risk losing $10,000 in the off chance that D plays left. A maximin strategy is a strategy| game theory, a strategy ch 

chosen by a player to maximize the minimum gain that it can earn. In essence, one who plays a - einen Prine 
maximin strategy assumes that the opposition will play the strategy that does the most damage. that can be earned. t can be earn 

s vnd ESS ume Mees 

maximin strategy In 

One AL (~) 5 whey 

a. Original Game b. New Game ; 

D’s Strategy D’s Strategy 

Left Right Left Right 

D wins no$ D wins $100 D.wins no $ D wins $100 

Top Top 

C wins $100 C wins $100 C wins $100 C wins $100 

C’s Strategy C’s Strategy 

D wins no$ D wins $100 D. wins no'$ D wins $100 

Bottom Bottom 

C loses $100 C wins $200 C loses $10,000 C wins $200 

# FIGURE 14.5 Payoff Matrixes for Left/Right-Top/Bottom Strategies 
In the original game (a), C does not have a dominant strategy. If D plays left, C plays top; if D plays right, C 

plays bottom. D, on the other hand, does have a dominant strategy: D will play right regardless of what C 

does. If C believes that D is rational, C will predict that D will play right. If C concludes that D will play right, 

C will play bottom. The result is a Nash equilibrium because each player is doing the best that it can given 

what the other is doing. 

In the new game (b), C had better be very sure that D will play right because if D plays left and C plays bot- 

tom, C is in big trouble, losing $10,000. C will probably play top to minimize the potential loss if the proba- 

bility of D’s choosing left is at all significant. 
oor yA 

eS 
Repeated Games a 2 

Mie toae VEX 

Clearly, games are not played once. Firms must decide on advertising budgets, investment strate- eee y) 

gies, and pricing policies continuously. Pepsi and Coca-Cola have competed against each other iss A 

for 100 years, in countries across the globe. While explicit collusion violates the antitrust statutes, if 

strategic reaction does not. Yet strategic reaction in a repeated-game may -have the same effect as 

tacit collusion. 

Consider the game in Figure 14.6. Suppose British Airways and Lufthansa were competing 

for business on the New York to London route during the offseason. To lure travelers, they were 

offering discount fares. The question is how much to discount. Both airlines were considering a 

deep discount of $400 round-trip or a moderate discount of $600. Suppose costs are such that 

each $600 ticket produces profit of $400 and each $400 ticket produces profit of $200. 

Clearly, demand is sensitive to price. Assume that studies of demand elasticity have deter- 

mined that if both airlines offer tickets for $600, they will attract 6,000 passengers per week (3,000 

for each airline) and each airline will make a profit of $1.2 million per week ($400 dollar profit 

times 3,000 passengers). However, if both airlines offer the deep discount fares of $400, they will 

attract 2,000 additional customers per week for a total of 8,000 (4,000 for each airline). While 

they will have more passengers, each ticket brings in less profit and total profit falls to $800,000 

per week ($200 profit times 4,000 passengers). In this example, we can make some inferences 

about demand elasticity. With a price cut from $600 to $400, revenues fall from $3.6 million 

(6,000 passengers times $600) to $3.2 million (8,000 passengers times $400). We know from 

Chapter 5 that if a price cut reduces revenue, we are operating on an inelastic portion of the 

demand curve. 

hee 
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> FIGURE 14.6 

Payoff Matrix for 
Airline Game 
In a single play, both British 

Airways (BA) and Lufthansa 

Airlines (LA) have dominant 

strategies. If LA prices at $600, 
BA will price at $400 because 
$1.6 million beats $1.2 million. 
If, on the other hand, LA prices 

at $400, BA will again choose to 
price at $400 because $800,000 
beats zero. Similarly, LA will 

choose to price at $400 regard- 
less of which strategy BA 

chooses. 

tit-for-tat strategy A 

repeated game strategy in 
which-a-player responds in 

kind to an opponent’s play. 
a 

What if the two airlines offer different prices? To keep things simple, we will ignore brand 

loyalty and assume that whichever airline offers the deep discount gets all of the 8,000 passengers. 

If British Airways offers the $400 fare, it will sell 8,000 tickets per week and make $200 profit each, 

for a total of $1.6 million. Since Lufthansa holds out for $600, it sells no tickets and makes no 

profit. Similarly, if Lufthansa were to offer tickets for $400, it would make $1.6 million per week 

while British Airways would make zero. 

Looking carefully at the payoff matrix in Figure 14.6, do you conclude that either or both of the 

airlines have a dominant strategy? In fact, both do. If Lufthansa prices at $600, British Airways will 

price at the deep discount, $400, because $1.6 million per week is more than $1.2 million. On the 

other hand, if Lufthansa offers the deep discount, British Airways must do so as well. If British 

Airways does not, it will earn nothing, and $800,000 beats nothing! Similarly, Lufthansa has a dom- 

inant strategy to offer the $400 fare because it makes more regardless of what British Airways does. 

Lufthansa Airlines 

Price = $600 Price = $400 

Profit = Profit = 

$1.2 million $1.6 million 

Price = $600 

Profit = Profit = 0 
$1.2 million 

British Airways 

A Profit = D = Profit = 0 $800,000 

Price = $400 
Profit = 

$1.6 million 

The result is that both airlines will offer the deep discount fare and each will make $800,000 

per week. This is a classic prisoners’ dilemma. If they were permitted to collude on price, they 

would both charge $600 per ticket and make $1.2 million per week instead—a 50 percent increase. 

It was precisely this logic that led American Airlines President Robert Crandall to suggest to 

Howard Putnam of Braniff Airways in 1983, “I think this is dumb as hell...to sit here and pound 

the @#%* out of each other and neither one of us making a @#%* dime.” ... “I have a suggestion 
for you, raise your @#%* fares 20 percent. I'll raise mine the next morning.” ; 

Since competing firms are prohibited from even talking about prices, Crandall got into trouble 

with the Justice Department when Putnam turned over a tape of the call in which these comments 

were made. But could they have colluded without talking to each other? Suppose prices are announced 

each week at a given time. It is like playing the game in Figure 14.6 a number of times in succession, a 

repeated game. After a few weeks of making $800,000, British Airways raises its price to 

$600. Lufthansa knows that if it sits on its $400 fare, it will double its profit from $800,000 to $1.6 mil- 
lion per week. But what is British Airways up to? It must know that its profit will drop to zero unless 
Lufthansa raises its fare too. The fare increase could just be a signal that both firms would be better 
off at the higher price and that if one leads and can count on the other to follow, they will both be 
better off. The strategy to respond in kind to a competitor is called a tit-for-tat strategy. 

If Lufthansa figures out that British Airways will play the same strategy that Lufthansa is 
playing, both will end up charging $600 per ticket and earning $1.2 million instead of charging 
$400 and earning only $800,000 per week even though there has been no explicit price-fixing. 

SS 

A Game with Many Players: Collective Action Can Be 
Blocked by a Prisoner’s Dilemma 
Some games have many players and can result in the same kinds of prisoners’ dilemmas as we 
have just discussed. The following game illustrates how coordinated collective action in every- 
body’s interest can be blocked under some circumstances. 



Suppose I am your professor in an economics class of 100 students. I ask you to bring $10 to 
class. In front of the room I place two boxes marked Box A and Box B. I tell you that you must 
put the sum of $10 split any way you would like in the two boxes. You’can put all $10 in Box A 
and nothing in Box B. You can put all $10 in Box B and nothing in Box A. On the other hand, 
you can put $2.50 in Box A and $7.50 in Box B. Any combination totaling $10 is all right, and I 
am the only person who will ever know how you split up your money. 

At the end of the class, every dollar put into Box A will be returned to the person who 
put it in. You get back exactly what you put in. But Box B is special. I will add 20 cents to 

Box B for every dollar put into it. That is, if there is $100 in the box, I will add $20. But here 

is the wrinkle: The money that ends up in Box B, including my 20 percent contribution, will 
be divided equally among everyone in the class regardless of the amount that an individual 

student puts in. 

You can think of Box A as representing a private market where we get what we pay for. We 

pay $10, and we get $10 in value back. Think of Box B as representing something we want to do 
collectively where the benefits go to all members of the class regardless of whether they have 

contributed. In Chapter 12, we discussed the concept of a public good. People cannot be 
excluded from enjoying the benefits of a public good once it is produced. Examples include 

clean air, a lower crime rate from law enforcement, and national defense. You can think of Box B 

as representing a public good. 
Now where do you put your money? If you were smart, you would call a class meeting and 

get everyone to agree to put his or her entire $10 in Box B. Then everybody would walk out with 

$12. There would be $1,000 in the box, I would add $200, and the total of $1,200 would be split 

evenly among the 100 students. 
But suppose you were not allowed to get together, in the same way that Ginger and Rocky 

were kept in separate cells in the jailhouse? Further suppose that everyone acts in his or her best 

interest. Everyone plays a strategy that maximizes the amount that he or she walks out with. If 

you think carefully, the dominant strategy for each class member is to put all $10 in Box A. 

Regardless of what anyone else does, you get more if you put all your money into Box A than you 

would get from any other split of the $10. And if you put all your money into A, no one will walk 

out of the room with more money than you will! 

How can this be? It is simple. Suppose everyone else puts the $10 in B but you put your $10 

in A. Box B ends up with $990 plus a 20 percent bonus from you of $198, for a grand total of 

$1,188, just $12 short of the maximum possible of $1,200. What do you get? Your share of 

Box B—which is $11.88, plus your $10 back, for a total of $21.88. Pretty slimy but clearly opti- 

mal for you. If you had put all your money into B, you would get back only $12. You can do the 

same analysis for cases in which the others split up their income in any way, and the optimal 

strategy is still to put the whole $10 in Box A. 

Here is another way to think about it is: What part of what you ultimately get out is linked 

to or dependent upon what you put in? For every dollar you put in A, you get a dollar back. For 

every dollar you yourself put in B, you get back only 1 cent, one one-hundredth of a dollar, 

because your dollar gets split up among all 100 members of the class. 

Thus, the game is a classic prisoners’ dilemma, where collusion if it could be enforced 

would result in an optimal outcome but where dominant strategies result in a suboptimal 

outcome. 
a 

How do we break this particular dilemma? We call a town meeting (class meeting) and pass 

a law that requires us to contribute to the production of public goods by paying taxes. Then, of 

course, we run the risk that government becomes a player. We will return to this theme in 

Chapters 16 and 18. 

To summarize, oligopoly is a market structure that is consistent with a variety of behav- 

iors.The only necessary condition of oligopoly is that firms are large enough to have some 

control over price. Oligopolies are concentrated industries. At one extreme is the cartel, in 

which a few firms get together and jointly maximize profits—in essence, acting as a monop- 

olist. At the other extreme, the firms within the oligopoly vigorously compete for small, 

contestable markets by moving capital quickly in response to observed profits. In between 

are a number of alternative models, all of which emphasize the interdependence of oligopo- 

listic firms. 

CHAPTER 14 Oligopoly 295 
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ECONOMICS IN PRACTICE 

Price Fixing or Price Competition? 
| The section on game theory describes a two-firm game where each firm sets a high or low 

price. This kind of game can result in prisoners’ dilemma, a destructive price war in which 

both firm suffer big losses and consumers gain. However, if the game is repeated, both firms 

_ might end up charging a high price, taking consumer surplus away from car renters. Also 

recall that for competition to work efficiently, consumers need to know prices. That means 

accurate advertising. 

The following article describes a 2007 case in which a group of consumers filed suit 

claiming auto rental firms were colluding to fix prices. Is this an example of true competition, 

or is it an unfair and potentially illegal form of collusion? What would you do if you were 

the judge? 

Suit Accuses Car Rental Firms of Price-Fixing 

Los Angeles Times 

In December 2006, the average daily rate for a mid-size 
rental car booked via the Internet at Los Angeles 
International Airport was about $60. A month later, the 
rate had climbed to $79, according to a study by a con- 

sumer group. 
A class-action lawsuit filed by the group Wednesday 

alleged that the spike was the result of illegal price-fixing 

by rental-car companies—enabled by a new state law that 

allows the companies to change the way they advertise 
rates at many airports. 

The amended law, which was drafted at the urging of 

rental car companies, was rushed through the Legislature 

with three minutes of debate in a late-night session only 

hours before legislators adjourned last year. 
Consumer advocates contend in the suit that the com- 

panies are using the law as cover for a coordinated price 

increase, and that car renters have lost tens of millions of 

dollars as a result. 

“They are allowed to charge excessive rates because 
they changed the law,” said Gary Gramkow, 82, a plaintiff 
in the lawsuit that was filed by a group of five attorneys, 

including two with the Center for Public Interest Law in 

Rental car prices 

Here is an example of how a 

new state law has affected 

car rental rates, in this case 

the average daily base price 

quoted by seven companies 

on the Internet for a 

medium-sized car rented at 

LAX: 

Dec. 21, 2006 

$59.56 

Airport concession fee and 
sales tax included 

Jan. 25, 2007 

Advertiged base 

price $6488 

Airport concession 

fee $7.21* 

New California trade 

and tourism fee $1.62** 

Sales tax $5.35*** 

* Rate = 11.11% *™ Rate = 2.5% 

o™™ Rate = 8.25% 

Source: Crater for Public Interest Law 

San Diego. Gramkow, who travels twice a month for his San Diego footwear business, 
said he noted the higher prices in January but initially blamed them on inflation. 

The law allowed car rental firms to remove an 11% airport concession fee from their 
widely advertised base rental rate and bill it as a separate cost on each invoice. But 
rather than rates immediately dropping 11% when the fee was removed, they went up, 
the lawsuit alleges, and consumers were billed the 11% fee on top of a higher base rate. 

That resulted in “a multimillion-dollar illegal windfall to the rental car industry,” said 
University of San Diego Law Professor Robert C. Fellmeth, an author of the lawsuit. 

Car rental company representatives, including Hertz’s Richard D. Broome, denied 
Wednesday that they had fixed prices and said the legislation actually helped the con- 
sumer by separating out all costs that contributed to the final bill. 

By Patrick McGreevy and Jean-Paul Renaud, Los Angeles Times Staff Writers November 15, 2007 



Oligopoly and Economic Performance 
How well do oligopolies perform? Should they be regulated or changed? Are they efficient, or do 
they lead to an inefficient use of resources? On balance, are they good or bad? 

With the exception of the contestable-markets model, all the models of oligopoly we have‘ 
examined lead us to conclude that concentration in a market leads to pricing above marginal cost 
and output below the efficient level. When price is above marginal cost at equilibrium, consumers 
are paying more for the good than it costs to produce that good in terms of products forgone in 

other industries. To increase output would be to create value that exceeds the social cost of the 

good, but profit-maximizing oligopolists have an incentive not to increase output. 

Entry barriers in many oligopolistic industries also prevent new capital and other resources 

from responding to profit signals. Under competitive conditions or in contestable markets, posi- 

tive profits would attract new firms and thus increase production. This does not happen in most 

oligopolistic industries. The problem is most severe when entry barriers exist and firms explicitly 

or tacitly collude. The results of collusion are identical to the results of a monopoly. Firms jointly 

maximize profits by fixing prices at a high level and splitting up. the profits. ? 

On the other hand, it is useful to ask why oligopolies exist in an industry in the first place and 
what benefits larger firms might bring to a market. When there are economies of scale, larger and 

fewer firms bring cost efficiencies even as they reduce price competition. 
Vigorous product competition among oligopolistic competitors may produce variety and 

lead to innovation in response to the wide variety of consumer tastes and preferences. The con- 

nection between market structure and the rate of innovation is the subject of some debate in 

research literature. 

Industrial Concentration and Technological Change 

One of the major sources of economic growth and progress throughout history has been techno- 

logical advance. Innovation, both in methods of production and in the creation of new and bet- 

ter products, is one of the engines of economic progress. Much innovation starts with R&D 

efforts undertaken by firms in search of profit. 

Several economists, notably Joseph Schumpeter and John Kenneth Galbraith, argued in 

works now considered classics that industrial concentration where-a relatively small number of 

firms control the marketplace, actually increases the rate of technological advance. As 

Schumpeter put it in 1942: 

As soon as we...inquire into the individual items in which progress was most conspicuous, 

the trail leads not to the doors of those firms that work under conditions of comparatively 

free competition but precisely to the doors of the large concerns ..and a shocking suspicion 

dawns upon us that big business may have had more to do with creating that standard of 

life than keeping itdown ars } 

This interpretation caused the economics profession to pause and take stock of its theories. The 

conventional wisdom had been that concentration and barriers to entry insulate firms from com- 

petition and lead to sluggish performance and slow growth. 

The evidence concerning where innovation comes from is mixed. Certainly, most small busi- 

nesses do not engage in R&D and most large firms do. When R&D expenditures are considered as 

a percentage of sales, firms in industries with high concentration ratios spend more on R&D than 

firms in industries with low concentration ratios. 

Many oligopolistic companies do considerable research. In the opening segment of this chap- 

ter, we noted three firms dominated the medical devices market—Johnson & Johnson, Boston 

Scientific, and Medtronic. Each of these firms spends more than 10 percent of its revenues on R&D. 

Johnson & Johnson alone spent $8 billion on R&D in 2007. Microsoft spends a similar amount. 

1 J, A. Schumpeter, Capitalism, Socialism, and Democracy (New York: Harper, 1942); and J. K. Galbraith, American Capitalism 

(Boston: Houghton Mifflin, 1952). 
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Celler-Kefauver Act 

Extended the government’s 

authority to contro! mergers. 
Bh Eee 

Herfindahl-Hirschman 

Index (HHI) Anindex of 

f market concentration found by 

summing the square of 
/ 

percentage shares of firms in 

(te market. 

However, the “high-tech revolution” grew out of many tiny start-up operations. Companies 

such as Sun Microsystems, Cisco Systems, and even Microsoft barely existed only a generation ago. 

The new biotechnology firms that are just beginning to work miracles with genetic engineering are 

still tiny operations that started with research done by individual scientists in university laboratories. 

Significant ambiguity on this subject remains. Indeed, there may be no right answer. 

Technological change seems to come in fits and starts, sometimes from small firms and some- 

times from large ones. 

The Role of Goreunmicae 
As we suggested earlier, one way that oligopolies increase the market concentration is through 

mergers. Not surprisingly, the government has passed laws to control the growth of market power 

through mergers. 

Regulation of Mergers 
The Clayton Act of 1914 (as mentioned in Chapter 13) had given government the authority to 
limit mergers that might “substantially lessen competition in an industry.” The Celler-Kefauver 

Act (1950) enabled the Justice Department to monitor and enforce these provisions. In the early 

years of the Clayton Act, firms that worked to merge did so knowing there was a risk of govern- 

ment opposition. Firms could spend large amounts of money on lawyers and negotiation. Firms 

could spend resources on negotiations only to have the government take the firms to court. 

In 1968, the Justice Department issued its first guidelines designed to reduce uncertainty 

about the mergers it would find acceptable. The 1968 guidelines were strict. For example, if the 

largest four firms in an industry controlled 75 percent or more of a market, an acquiring firm 

with a 15 percent market share would be challenged if it wanted to acquire a firm that controlled 

as little as an additional 1 percent of the market. 

In 1982, the Antitrust Division—in keeping with President Reagan’s hands-off policy toward 

big business—issued a new set of guidelines. Revised in 1984, they remain in place today. The 

standards are based on a measure of market structure called the Herfindahl-Hirschman Index 

(HHI). The HHI is calculated by expressing the market share of each firm in the industry as a 

percentage, squaring these figures, and summing. For example, in an industry in which two firms 
each control 50 percent of the market, the index is u 

an 

50? + 50? = 2,500 + 2,500 = 5,000 

For an industry in which four firms each control 25 percent of the market, the index is 

29° + 257+ 257 + 25°= 625 + 625 + 625 +625 = 2,500 

Table 14.2 shows HHI calculations for several hypothetical industries. The Justice 
Department’s courses of action, summarized in Figure 14.7, are as follows: If the Herfindahl- 
Hirschman Index is less than 1,000, the industry is considered unconcentrated and any proposed 
merger will go unchallenged by the Justice Department. If the index is between 1,000 and 1,800, 
the department will challenge any merger that would increase the index by over 100 points. 
Herfindahl indexes above 1,800 mean that the industry is considered concentrated already; and 
the Justice Department will challenge any merger that pushes the index up more than 50 points. 

TABLE 14.2 Calculation of a Simple Herfindahl-Hirschman Index for Four Hypothetical 
Industries, Each with No More Than Four Firms 

Percentage Share of: 
' Herfindahl 

Firm 1 Firm 2 Firm 3 Firm 4 Hirschman Index 

Industry A 50 50 = = $0? + 50? = 5,000 

Industry B 80 10 10 ~ 80? + 10? + 10? = 6,600 

Industry (C DS) 25 25 DS 25* + 257 425274252 = 2,500 

Industry D 40 20 20 20 40? + 20° + 20? + 20? = 2,800 Eee 



Concentrated 
Challenge if Index is 
raised by more than 50 

Moderate Concentration 

Challenge if Index is 
raised by more than 100 
points by the merger 

You should be able to see that the HHI combines two features of an industry that we identified as 

important in our Five Forces discussion: the number of firms in. anindustry-and their relative sizes. 
In the previous arithmetic example, we looked at the share of the market controlled by each 

of several firms. Before we can make these calculations, however, we have to answer another 

question: How do we define the market? What are we taking a share of? Think back to our dis- 
cussion of market power in Chapter 13. Coca-Cola has a “monopoly” in the production of Coke 

but is one of several firms making cola products, one of many more firms making soda in gen- 
eral, and one of hundreds of firms making beverages. Coca-Cola’s market power depends on 

how much substitutability there is among cola products, among sodas in general, and among 

beverages in general. Before the government can calculate an HHI, it must define the market, a 

task that involves figuring out which products are good substitutes for the products in question. 

An interesting example of the difficulty in defining markets and the use of the HHI in merger 

analysis comes from the 1997 opposition by the FTC to the proposed merger between Staples and 

Office Depot. At that time, Office Depot and Staples were the number one and number two firms, 

respectively, in-terms of market share in dedicated sales of office supplies. The FTC argued that in 

sales of office Supplies, office superstores such as Office Depot and Staples had a strong advantage in 

the mind of the consumer. As a result of the one-stop shopping that they offered, it was argued that 

other stores selling stationery were not good substitutes for the sales of these two stores. So the FTC 

defined the market over which it intended to calculate the HHI to decide on the merger as the sale of 

office supplies in office superstores. Practically, this meant that stationery sold in the corner shop or in 

Wal-Mart was not part of the market, not a substantial constraint on the pricing of Office Depot or 

Staples. Using this definition, depending on where in the United States one looked, the HHI resulting 

from the proposed merger was between 5,000 and 10,000, clearly above the threshold. Economists 

working for Staples, on the other hand, argued that the market should include all sellers of office sup- 

plies. By that definition, a merger between Office Depot and Staples would result in a HHI well below 

the threshold since these two firms together controlled only 5 percent of the total market and the HHI 

in the overall market was well below 1,000. In the end, the merger was not allowed. 

In Table 14.3, we present HHls for a few different markets. Notice in one case—Las Vegas 

gaming—that the market has both a product and a geographic component. This definition, 

which was used by the government in one merger Case, assumes that casinos in Las Vegas do not 

effectively compete with casinos in Atlantic City, for example. Other markets (for example, beer) 

are national markets. In general, the broader the definition of the market, the lower the 
HHI. 

TABLE 14.3 

Industry Definition Some Sample HHIs 

Beer 
SPAS) 

Ethanol 
326 

Las Vegas gaming 
1,497 

Critical care patient monitors 2,661 
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Department of Justice 
Merger Guidelines 
(revised 1984) 
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Vcr pass asin 

In 1997, the Department of Justice and the FTC issued joint Horizontal Merger Guidelines, 

updating and expanding the 1984 guidelines. The most interesting part of the new provisions . 

that the government examines each potential merger to determine whether it enhances the firms 

power to engage in “coordinated interaction” with other firms in the industry. The guidelines 

define “coordinated interaction” as ce oe 
——————————— 

actions by a group of firms that are profitable for each of them only as the result of the 

accommodating reactions of others. This behavior includes tacit or express collusion, and 

may or may not be lawful in and of itself. 

A Proper Role? 
Certainly, there is much to guard against in the behavior of large, concentrated industries. 

Barriers to entry, large size, and product differentiation all lead to market power and to potential 

inefficiency. Barriers to entry and collusive behavior stop the market from working toward an 

efficient allocation of resources. 
For several reasons, however, economists no longer attack industry concentration with the 

same fervor they once did. First, even firms in highly concentrated industries can be pushed to 

produce efficiently under certain market circumstances. Second, the benefits-of product differen- 

tiation and product competition are real. After all, a constant stream of new products and new 

variations of old products comes to the market almost daily. Third, the effects of concentration 

on the-rate-of R&D spending are, at worst, mixed. It is true that large firms do a substantial 
amount of the total research in the United States. Finally, in some industries, substantial 

economies of scale simply preclude a completely competitive structure. 
In addition to the debate over the desirability of industrial concentration, there is a never- 

ending debate concerning the role of government in regulating markets. One view is that high 

levels of concentration lead to inefficiency and that government should act to improve the alloca- 

tion of resources—to help the market work more efficiently. This logic has been used to justify 

the laws and other regulations aimed at moderating noncompetitive behavior. 

An opposing view holds that the clearest examples of effective barriers to entry are those cre- 

ated by government. This view holds that government regulation in past years has been ulti- 

mately anticompetitive and has made the allocation of resources less efficient than it would have _ 

been with no government involvement. Recall from Chapter 13 that those who earn positive 

profits have an incentive to spend resources to protect themselves and their profits from competi- \ 

tors. This rent-seeking behavior may include using the power of governments — 

Complicating the debate further is international competition. Increasingly, firms are faced 
with competition from foreign firms in domestic markets at the same time they are competing 

with other multinational firms for a share of foreign markets. We live in a truly global economy 

today. Thus, firms that dominate a domestic market may be fierce competitors in the interna- 
tional arena. This has implications for the proper role of government. Some contend that instead 
of breaking up AT&T, the government should have allowed it to be a bigger, stronger interna- 
tional competitor. We will return to this debate in a later chapter. 

U.S, Department of Justice, Federal Trade Commission, Horizontal Merger Guidelines, 2005. 

Si WrVieViee Ren, 

MARKET STRUCTURE IN AN OLIGOPOLY », 284 2. The Five Forces model is a helpful way to organize economic 
I. An oligopoly is an industry dominated by a few firms that, by knowledge about the structure of oligopolistic industries. By 

virtue of their individual sizes, are large enough to influence gathering data on an industry’s structure in terms of the 
market price. The behavior of a single oligopolistic firm existing rivals, new entrants, substitutes, and buyer and sup- 
depends on the reactions it expects of all the other firms in plier characteristics, we can better understand the sources of 
the industry. Industrial strategies usually are very compli- excess profits in an industry. 
cated and difficult to generalize about. 



OLIGOPOLY MODELS ». 287 

A} When firms collude, either explicitly or tacitly, they jointly 
maximize profits by charging an agreed-to price or by setting 
output limits and splitting profits. The result is the same as it 
would be if one firm monopolized the industry: The firm 
will produce up to the point at which MR = MC, and price 
will be set above marginal cost. 

CHAPTER 14 Oligopoly 301 

GAME THEORY ». 290 

6. Game theory analyzes the behavior of firms as if their behav- 
ior were a series of strategic moves and countermoves. It 
helps us understand the problem of oligopoly but leaves us 
with an incomplete and inconclusive set of propositions 
about the likely behavior of individual oligopolistic firms. 

4. The price-leadership model of oligopoly leads to a result OLIGOPOLY AND ECONOMIC PERFORMANCE p. 297 

similar but not identical to the collusion model. In this 
organization, the dominant firm in the industry sets a price 
and allows competing firms to supply all they want at that 
price. An oligopoly with a dominant price leader will pro- 

duce a level of output between what would prevail under 

7. Concentration in markets often leads to price above mar- 
ginal cost and output below the efficient level. Market con- 
centration, however, can also lead to gains from economies 
of scale and may promote innovation. 

competition and what a monopolist would choose in the THE ROLE OF GOVERNMENT p. 298 

same industry. An oligopoly will also set a price between the 
monopoly price and the competitive price. 

5. The Cournot model of oligopoly is based on three assump- 
tions: (1) that there are few firms in an industry, (2) that 

each firm takes the output of the other as a given, and 
(3) that firms maximize profits. The model holds that a 

series of output-adjustment decisions leads to a final level of 

output between that which would prevail under perfect 
competition and that which would be set by a monopoly. 

8. The Clayton Act of 1914 (see Chapter 13) gave the govern- 
ment the authority to limit mergers that might “substantially 
lessen competition in an industry.” The Celler-Kefauver Act 
(1950) enabled the Justice Department to move against a 
proposed merger. Currently, the Justice Department uses the 
Herfindahl-Hirschman Index to determine whether it will 
challenge a proposed merger. 

9. Some argue that the regulation of mergers is no longer a 
proper role for government. 

———— REVIEW TERMS AND CONCEPTS ————— 

cartel, p. 287 Five Forces model, p. 284 price leadership, p. 290 
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PROBLEMS 

Visit www.myeconlab.com to complete the problems marked in orange online. You will receive fimyeconlab 

instant feedback on your answers, tutorial help, and access to additional practice problems. 

@ Which of the following industries would you classify as an oli- 

gopoly? Which would you classify as monopolistically competi- 

tive? Explain your answer. If you are not sure, what information 

do you need to know to decide? 

Athletic shoes 

. Restaurants 

Watches 

. Aircraft 

e. Ice cream 

[Related to the Economics in Practice on p. 286] In the last 

decade, many movie theaters have closed and others have seen a 

fall in yearly revenues. Use the Five Forces apparatus to analyze 

why this might have occurred. 

Which of the following markets are likely to be perfectly con- 

testable? Explain your answers. 

a. Shipbuilding 

b. Trucking 

ane 

c. Housecleaning services 

d. Wine production 

@ Assume that you are in the business of building houses. You 

have analyzed the market carefully, and you know that at a price 

of $120,000, you will sell 800 houses per year. In addition, you 

know that at any price above $120,000, no one will buy your 

houses because the government provides equal-quality houses 

to anyone who wants one at $120,000. You also know that for 

every $20,000 you lower your price, you will be able to sell an 

additional 200 units. For example, at a price of $100,000, you 

can sell 1,000 houses; at a price of $80,000, you can sell 

1,200 houses; and so on. 

a. Sketch the demand curve that your firm faces. 

b. Sketch the effective marginal revenue curve that your firm faces. 

c. If the marginal cost of building a house is $100,000, how 

many will you build and what price will you charge? What if 

MC = $85,000? 
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(@®) The matrix in Figure 1 shows payoffs based on the strategies 

chosen by two firms. If they collude and hold prices at $10, each 

firm will earn profits of $5 million. If A cheats on the agree- 

ment, lowering its price, but B does not, A will get 75 percent of 

the business and earn profits of $8 million and B will lose 

$2 million. Similarly, if B cheats and A does not, B will earn 

$8 million and A will lose $2 million. If both firms cut prices, 

they will end up with $2 million each in profits. 

Which strategy minimizes the maximum potential loss for A 
and for B? If you were A, which strategy would you choose? 

Why? If A cheats, what will B do? If B cheats, what will A do? 

What is the most likely outcome of such a game? Explain. 

4 The payoff matrixes in Figure 2 show the payoffs for two games. 

The payoffs are given in parentheses. The figure on the left refers 

to the payoff to A; the figure on the right refers to the payoff to 

. Hence, (2, 25) means a $2 payoff to A and a $25 payoff to B. 

a. Is there a dominant strategy in each game for each player? 

b. If game | were repeated a large number of times and you were 

Aand you could change your strategy, what might you do? 

c. Which strategy would you play in game 2? why? 

ive] 

B’s Strategy 

Stand by agreement Cheat 

B’s profit = B’s profit = 
Stand by $5 million $8 million 

agreement A’s profit = As profit = 

$5 million ~$2 million 

A’s Strategy 

B’s profit = B’s profit = 

~$2 million $2 million 
Cheat 

A’s profit = A’s profit = 

$8 million $2 million 

4 FIGURE 1 

[Related to the Economics in Practice on p. 296] During 2007 

and 2008, dozens of lawsuits were brought against U.S. firms for 

conspiracy to fix prices of things as diverse as homeowners 

insurance, gasoline, and rental cars. Choose one of these law- 

suits or cases and describe the economic and legal issues. Using 

Google or another search engine, find the details of the case. 

What law was allegedly violated? How was the case settled? Was 

justice done? Explain your answer. 

. Suppose we have an industry with two firms producing the 

same product. Firm A produces 90 units, while firm B produces 

10 units. The price in the market is $100, and both firms have 

marginal costs of production of $50. What incentives do the two 

firms have to lower prices as a way of trying to get consumers to 

switch the firm they buy from? Which firm is more likely to 

lower its price? 

. For each of the following, state whether you agree or disagree. 

Explain your reasoning. 
a. Oligopolies are always bad for society. 

b. The beer industry has a few large firms and many small 

firms. Therefore, we would not call it an oligopoly. 

Game 1: Pricing 

Firm B 

Price high Price low 

Price 
hich (15, 15) 

Firm A 

Price 

low 

Game 2: Chicken 

Bob (B) 

Do not 

Swerve ‘swerve 

Swerve (3, 10) 

Ann (A) 

Do not (-10,—10) 

swerve 

4 FIGURE 2 



Monopolistic 
Competition 

We come now to our last broad type 

of market structure: monopolistic 

competition. Like perfect compe- 

tition, a monopolistically com- 

petitive industry is an industry in 

which entry is easy and many 

firms are the norm. In contrast to 

the perfectly competitive firm, 

however, firms in this industry 

type do not produce homo ge- 
neous goods. Rather, each firm 
produces a slightly different ver- 

sion of a product. These product 

differences give rise to some mar- 
ket power. In the monopolistically competitive industry, a firm can charge a higher price than 

a competitor and not lose all of its customers. We will spend some time in this chapter look- 

ing at pricing in these industries. 

But pricing is only one part of the story in these industries. When we look at firms in an 

industry characterized by monopolistic competition, we naturally focus on how firms make deci- 

sions about what kinds of products to sell and how to market and advertise them. Why do we see 

a dozen different types of shampoo in a store? Is a dozen too many, too few, or just the right 

amount? Why are beverages and automobiles advertised a great deal but semiconductors and 

economics textbooks are not? Advertising is expensive: Is it a waste of money, or does it serve 

some social function? In this chapter, we will also explore briefly some ideas from behavioral 

economics. Can consumers ever be offered too many choices? Why does nutritional cereal sell bet- 

ter in the extra large size while candy sells better by the bar? 

By the end of this chapter, we will have covered the four basic types of market structure. 

Figure 15.1 summarizes the four types: perfect competition, monopoly, oligopoly, and 

monopolistic competition. The behavior of firms in an industry, the key decisions facing 

firms, and the key policy issues government faces in dealing with those firms differ depending 

on the market structure we are in. Although not every industry fits neatly into one of these 

categories, they do provide a useful and convenient framework for thinking about industry 

structure and behavior. 
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eae 
monopolistic 
competition Acommon 
form _of industry (market) 

structure in the United States, 
characterized by a large 

number of firms, no barriers to 

entry, and product 

differentiation. 

Products Price a ene 

Number differentiated decision Easy Distinguished 

of firms orhomogeneous variable entry by Examples 

Perfect 
competition | 

| One version or many | Monopoly _ | Une eer Ga VA 
| versigns of a product 

Monopolistic| 
competition | 

Oligopoly 

FIGURE 15.1 Characteristics of Different Market Organizations 

Industry Characteristics , 
A monopolistically competitive industry has the following characteristics: 

1. A large number of firms 

2. No barriers to entry 

3. Product differentiation 

While pure monopoly and perfect competition are rare, monopolistic competition is com- 

mon in the United States, for example, in the restaurant business. In a Yahoo search of 

San Francisco restaurants, there are 8,083 listed in the area. Each produces a slightly different 

product and attempts to distinguish itself in consumers’ minds. Entry to the market is not 

blocked. At one location near Union Square in San Francisco, five different restaurants opened 

and went out of business in 5 years. Although many restaurants fail, small ones can compete and 

survive because there are few economies of scale in the restaurant business. 

The feature that distinguishes monopolistic competition from monopoly and oligopoly is 

that firms that are monopolistic competitors cannot influence market price by virtue of their size. 

No one restaurant is big enough to affect the market price of a prime rib dinner even though all 

restaurants can control their own prices. Instead, firms gain control over Price in monopolistic 

competition by, differentiating) their products. You make it in the restaurant business by producing 
a product that people want that others are not producing or by establishing a reputation for good 

substitutes are available in a monopolistically competitive industry. With 8,083 restaurants in the 

San Francisco area, there are dozens of good Italian, Chinese, and French restaurants. 

San Francisco’s Chinatown, for example, has about 50 small Chinese restaurants, with over a 

dozen packed on a single street. The menus are nearly identical, and they all charge virtually the 

same prices. At the other end of the spectrum are restaurants, with established names and prices 
far above the cost of production, that are always booked. That is the goal of every restaurateur 
who ever put a stockpot on the range. 

Table 15.1 presents some data on nine national manufacturing industries that have the charac- 
teristics of monopolistic competition. Each of these industries includes hundreds-ef individual firms, 
some larger than others, but all small relative to the industry. The top four firms in book printing, for 
example, account for 33 percent of total shipments. The top 20 firms account for 68 percent of the 
market, while the market’s remaining 41 percent is split among almost 540 separate firms. 

Firms in a monopolistically competitive industry are small relative to the total market. New 
firms can enter the industry in-pursuit of profit, and relatively good substitutes for the firms’ 
products are available. Firms in monopolistically competitive industries try to achieve a degree of 
market power by differentiating their products—by producing something new, different, or bet- 
ter or by creating a unique identity in the minds of consumers. To discuss the behavior of such 
firms, we begin with product differentiation and advertising. 
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TABLE 15.1 Percentage of Value of Shipments Accounted for by the Largest Firms in 
Selected Industries, 2002 

Industry Designation Four Largest Eight Largest Twenty Number of 
Firms Firms Largest Firms Firms 

Travel trailers and campers 38 45 58 733 

Games, toys ee) 48 63 732 
Wood office furniture 34 43 56 546 

Book printing =a S4 68 560 

Curtains and draperies 7 25 38 1,778 

Fresh or frozen seafood 14 24 48 529 

Women’s dresses 18 23 48 528 

Miscellaneous plastic products 6 10 18 6,775 

Source: U.S. Department of Commerce, Bureau of the Census, 2002 Census of Manufacturers, Concentration Ratios in Manufacturing. 
Subject Ec02 315R, May 2006. , 

Product Differentiation and Advertising 
Monopolistically competitive firms achieve whatever degree of market power they command 

through product differentiation. But what determines how much differentiation we see in a 

market and what form it takes? 

How Many Varieties? 

As you look around your neighborhood, notice the sidewalks that connect individual homes with 

the common outside walk. In some areas, you will see an occasional brick or cobblestone walk; 

but in most places in the United States, these sidewalks are made of concrete. In almost every 

case, that concrete is gray. Now look at the houses that these sidewalks lead up to. Except in devel- 

opments with tight controls, house colors vary across the palate. Why do we have one variety of 

concrete sidewalk while we have multiple varieties of house colors? 

Whenever we see limited varieties of a product, a first thought might be that all consumers— 

here homeowners—have similar preferences. Perhaps everyone has a natural affection for gray, at 

least in concrete. The wide variety in the colors of the houses that these sidewalks lead up to might 

make you skeptical of this explanation, but it is possible. Another possible explanation for the 

common gray sidewalks might be a desire for coordination: Maybe everyone wants his or her side- 

walk to look like the neighbor’s, and the fact that the sidewalk connecting the houses—often pro- 

vided by the city—is gray serves to make gray a focal point. In fashion, for example, coordination 

and conformity play an enormous role. There is no inherent reason that oversized jeans should be 

more or less attractive than narrow-cut, low-rise jeans except that they are made so at certain times 

by the fact that many people are wearing them. Again, you might wonder why conformity is 

important in sidewalk color but not in house color, something even more visible to the neighbors. 

In explaining the narrow variety of concrete sidewalks, a better explanation may come from 

a review of the material we covered in Chapter 8 when we looked at cost structures. As you know, 

concrete is made in large mixer trucks. The average capacity of these trucks is 9 or more cubic 

yards, well more than you would need for a sidewalk. An obvious way to color this concrete is to 

mix a coloring agent in the mixer truck along with the cement and other ingredients. When done 

this way, however, we need to find several neighbors who want the same color cement that we 

want at the same time—concrete is not storable. Even doing it this way is potentially problematic 

because the inside of the mixer unit can be affected, leaving a residue of our purple concrete, for 

example, for the next customer. Alternatively, we could add dye after the concrete comes out of 

the truck, which is done in some places; but the resulting colors are limited, and the process 1s 

expensive. So the lack of variety in concrete and not in houses may reflect the scale economies in 

homogeneous production of concrete not found in house painting. 

The example of the sidewalks versus the houses helps explain the wide variety in some prod- 

- uct areas and the narrowness in others. In some cases, consumers may have very different tastes. It 

should be no surprise that immigration brings with it an increase in the variety of restaurant 

types in an area and in the food offerings at the local grocery store. Immigration typically 
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increases the heterogeneity of consumer tastes. Product variety is narrower when there are gains 

to coordination. In Chapter 13, we described products in which there are network externalities. 

Here coordination needs can dramatically narrow product choice. For example, it will be more 

important to most people to use the same word processing program their friends use than to use 

one that suits them perfectly. Finally, scale economics that meh eee 

more expensive than a single type can reduce variety. People prefer a relatively inexpensive stan- 

dardized good over a more expensive custom product that perfectly suits them. The development 

of the Levitt house in the postwar period in Pennsylvania and New York was a testament to the 

cost savings in housing that came from standardization, creating uniform tract houses for afford- 

prices. 

In sum, in well-working markets, the level of product variety reflects the underlying hetero- 

geneity of consumers’ tastes in that market, the gains if any from coordination, and cost 

onomies from standardization. In industries that are monopolistically competitive, differences 

in consumer tastes, lack of need for coordination, and modest or no scale economies from stan- 

dardization give rise to a large number of firms, each of which has a different product. Even 

within this industry structure, however, these same forces play a role in driving levels of variety. 

In recent years, quite a few people have taken up the sport of running. The market has 

responded in a big way. Now there are numerous running magazines; hundreds of orthotic shoes 

designed specifically for runners with particular running styles; running suits of every color, cloth, 

and style; weights for the hands, ankles, and shoelaces; tiny radios to slip into sweatbands; and so on. 

Even physicians have differentiated their products: Sports medicine clinics have diets for runners, 

therapies for runners, and doctors specializing in shin splints or Morton’s toe. 
Why has this increase in variety in the running market taken place? More runners—each 

with a different body, running style, and sense of aesthetics—increase consumer heterogeneity. 

The increased market size also tells us that if you produce a specialized running product, it is 

more likely you will sell enough to cover whatever fixed costs you had in developing the product. 

So market size allows for more variety. New York has a wider range of ethnic restaurants than 

does Eden Prairie, Minnesota, not only because of the difference in the heterogeneity of the pop- 

ulations but also because of the sheer size of the two markets. 

How Do Firms Differentiate Products? 

We have learned that differentiation occurs in response to demands by consumers for products 

that meet their individual needs and tastes, constrained by the forces of cost$ ef coordination and 

scale economies. We can go one step further and characterize the kinds of differentiation we see 

in markets. } 

Return to the restaurant example we brought up earlier. Of the 8,083 restaurants in San 

Francisco, some are French, some are Chinese, and some are Italian. Economists would call this 

horizontal form of differentiation across the restaurants horizontal differentiation. Horizontal differen- 
differentiation Products tiation is a product difference that improves the product for some people but makes it worse for 
differ in ways that make them others. If we were to poll San Francisco residents, asking for the best restaurant in town, we would 
better for some people and undoubtedly get candidates from a number of different categories. Indeed, many people might 
worse for others. z iil not even consider this to be a legitimate question. 

If you add sea salt and vinegar to potato chips, that makes them more attractive to some peo- 
ple and less attractive to others. Hgrizontal differentiation creates variety to-reflect differences in 
consumers’ tastes in the market. 

For some products, people choose a type and continue with it for along time. For many of 
us, breakfast cereals have this feature. Day after day we eat Cheerios or corn flakes. Brand prefer- 
ence for mayonnaise has the same stability. For dinner, however, most of us are variety- ing. 
Even small cities can support some variety in restaurant types because people get tired of eating 
at the same place every week. 

People who visit planned economies often comment on the lack of variety. Before the Berlin 
Wall came down in 1989 and East and West Germany were reunited in 1990, those who were 
allowed passed from colorful and exciting West Berlin into dull and gray East Berlin; variety 
seemed to vanish. As the wall came down, thousands of Germans from the East descended on the 
department stores of the West. Visitors to China since the economic reforms of the mid-1980s 
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claim that the biggest visible sign of change is the increase in the selection of products available to 

the population. 

Recent work in the area of behavioral economics suggests, however, that there may be times in 

which too much variety is a bad thing.? Behavioral economics is a branch of economics that behavioral economics 

uses the insight of psychology and economics to investigate decision making. A branch of economics that 

Researchers set up an experiment in an upscale grocery, Draeger’s, located in Menlo Park, uses the insights of psychology 
California. Draeger’s is known for its large selection, carrying, for example, 250 varieties of | 2d economics to investigate 
mustard. A tasting booth was set up in the store on two consecutive Saturdays. On one day, decision making. 
consumers were offered one of six exotic jams to taste, while on the other day, 24 varieties 
were offered. The results of the experiment were striking. While more customers approached 
the 24-jam booth for a taste than approached the booth with a limited selection, almost none teas dui Noa 

of the tasters at the 24-jam booth bought anything; in contrast, almost 30 percent of tasters at LAs. fic \, he 
the six-jam booth made a purchase.’ The researchers conclude that while some choice is ed ae ; Bed oT \ww fc Sn 
highly valued by people, too much choice can reduce purchases. 

The jam experiment offers a case in which individuals react to a wide choice range by not Con * ya 

making any decision at all. Behavioral economists also note that when the number of choices 

is large, individuals may avoid the decision-making burden by using a rule of thumb or by 

reverting to the default option. In the area of retirement savings, for example, some studies 

have found a tendency for people to allocate savings evenly across a range of investment 

options without paying much attention to the earnings characteristics of those funds. In other 

cases, people appear to favor whatever option is the default designated by the government 

body or by the firm offering the plan. For this reason, some economists have argued that one 

way to increase consumer savings (if that is desirable) is to make participation rather than no 

participation the default in pension plans. In this way, individuals would be enrolled in a 

retirement plan unless they chose not to be. These plans are sometimes called opt-out plans 

rather than opt-in plans. 

Behavioral economics also has something to say about another form of horizontal 

differentiation—package size and pricing form.* Many consumer goods come in small, large, 

and extra large packages. Many goods (for example, health club visits and magazines) can be werd 

bought per visit or issue or via membership or subscription. Many of us think of these differ- gus! 

ences as matters of convenience. Firms can use these differences to create products targeted at boven ee uaa z 

consumer types. Small households buy small boxes of cereals, and large families purchase Ge ») w yy 

extra large sizes. Occasional readers buy Us Weekly on the newsstand, and fans subscribe to ea ale <3 as 

the magazine. Clearly, these kinds of differences play a role. But behavioral economists have 

also suggested that some of these differences survive in the market because some consumers 

are interested in trying to control their purchasing behavior. People buy small containers of us 5) 

ice cream but large bottles of vitamins. Why? Because they want to commit themselves to tak- ww" 

ing a vitamin every day but only occasionally eating ice cream. People buy memberships to 

health clubs as an incentive to work out; they make the marginal cost of a visit zero even 

though in the end, they may pay more than they would have by paying a per-visit fee. We sub- 

scribe to The Economist but buy Us Weekly on the newsstand at high per-issue prices in the 

hopes that we will read more of The Economist and less of Us Weekly. Some students choose 

classes that reward attendance as a way of ensuring that they go to class. Firms can be creative 

about using product differentiation to offer consumers commitment devices that help them 

control their own impulses. A commitment device is an action taken by an individual no commitment device 

to try to control his or her behavior in the future. 
Actions that individuals take in 

Behavioral economics is an exciting new field that is challenging and deepening our under] One period ORS control 

standing of a number of areas of economics. New ideas from behavioral economics have entere their behavior in a future 

both microeconomics and macroeconomics. 
period. 

2 The classic paper that describes the study reported here is I. Yengar and L. Epper, “When Choice Is Demotivating: Can One 

Desire Too Much of a Good Thing?” Journal of Personality and Social Psychology, 2000, 995-1006. 

3 The subsample of six brands was carefully selected to be neither the best nor the worst of the flavors; and to actually buy, con- 

sumers had to go to a shelf that contained all the varieties of jam. ya we 

4 Papers described in this paragraph include Klaus W. Ertenbroch, “Self-Rationing: Self-Control in Consumer Choice, INSEAD 

Working Paper, 2001, on the package size topic; Ulrike Malmendier and Stefano Della Vigna, “Paying Not to Go to the Gym, 

_ AER, June 2006, 694-719, on health club memberships; and Sharon Oster and Fiona Scott Morton, “Behavioral Biases Meet the 

Market,” BEPress Journal of Economic Advance and Policy, 2005, on magazines. 
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vertical 

differentiation A product 

difference that, from everyone’s 

perspective, makes a product 

— rival products. 

-ECONOMICS IN PRACTICE : 

An Economist Makes Tea 
_ You have probably seen Honest Tea, a slightly sweetened bottled iced tea made from green, 

_ black, and herbal blends in your local grocery store. It is probably not the only iced tea on the 

shelf, In addition to the popular brands Lipton and Snapple, you may also see SoBe, Tazo, and 

_ Turkey Hill, depending on where you live. Bottled iced tea is a classic example of a monopo- 

| listically competitive market. None of the brands are exactly alike. Honest Tea, for example, 

_ prides itself on being made with high-end tea leaves and.only a hint of sweetener, while 

_ Snapple uses lower-quality leaves and a hefty dose of sweetener. Nor are the teas priced the 

_ same. In a typical store, the retail price of Honest Tea and SoBe are likely to be about $1.89, 

_ while Snapple would likely cost about $1.39. If you spend time in the beverage aisle of a gro- 

_cery store, you will notice that despite the higher price of Honest Tea, some consumers choose 

_ it over the alternatives. 

_ What you may not know about Honest Tea is that it was started a decade ago by Seth 
- Goldman, an entrepreneur, and Barry Nalebuff, an economist. In figuring out how to differ- 

entiate his tea from others in the industry, Nalebuff used some of the economic theory that we 

_ covered in Chapter 6 of this book. Look at the following graph, which shows the placement of 

one of Honest Tea’s most popular flavors, Green Dragon. The graph shows how taste varies 

_ with sugar for Goldman and Nalebuff's potential customers. Tea taste improves for the first 

few grams of sugar, but shortly begins to flatten out and then fall. Note that Green Dragon is 

_ somewhat to the left of the taste peak. Some economists looking at this graph criticized 

_ Nalebuff for choosing too little sugar content for his tea. What were the critics thinking, and 

_ why were they wrong? 

Green Dragon 

Taste 

Sugar nes 

(grams per serving) ape 
call tea 

The critics clearly noticed that Green Dragon is not at the peak of the taste curve. That is, 
a little more sugar would improve the taste of the tea. Why did Nalebuff stop short of that 
point? This is product differentiation at its best. Goldman and Nalebuff are out to produce a 
new product that will attract demand. That is, at a reasonable price they must attract con- 
sumers away from other products. Goldman and Nalebuff discovered that sugar beyond 
some point adds little taste, yet comes at a health cost—more calories. Given consumers’ new 
awareness of healthy and natural foods, Honest Tea became an overnight success. Since 
Nalebuff is an economist, he couldn’t resist a graph on the label of the tea bottles 

Products can be differentiated not only horizontally but also vertically. A new BMW with 
GPS is better than one without for almost everyone. A hard drive with more capacity is better 
than one with less. The Hilton is better than a Motel 6 if they are located in the same place. How 
can a prod vive in a competitive marketplace when another better product is available? 
The answer, of course, is in the price. The better products cost more, and only some people find 
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it worthwhile to pay the higher price to get a better product. So differences among people also 
give rise to vertical differentiation. Some people value quality in a specific product more than 
others do and are willing to pay for that quality. If you are on a special date, it might be worth- 

while to go to the best restaurant in town. On the other hand, while on a casual dinner with 

friends, watching your budget might be more important. 
We have described the forces that help determine how much differentiation we will see in a 

_ market and the major forms that differentiation can take. We turn now to advertising, which 

plays a special role in the area of monopolistic competition. 

Advertising 

Advertising fits into the differentiation story in two different ways. One role advertising plays is to 
inform people about the real differences that exist among products. Advertising can also create or 
contribute to product differentiation, creating a brand image for a product that has little to do 

with its physical characteristics. We can all think of examples of each type. 
Recent Coca-Cola ads trumpeting the “Coke Side of Life” have little to do with Coke’s 

taste, for example. The dancers in iPod’s ads create an image of hip and happy people rather 

than describe the technical features of the device. On the other hand, the advertising circulars 

in local newspapers carry specific information about what products are on sale that week in 

the local grocery store. 

In 2006, firms spent about $250 billion on advertising, as Table 15.2 shows. Advertising 

reaches us through every medium of communication. Table 15.3 shows national advertising 

expenditures by major industrial category. The automobile industry leads the pack with expendi- 

tures of nearly $20 billion advertising in 2006. In 2008, 30 seconds of prime commercial advertis- 

ing time during Super Bow] XLII cost $2.7 million. 

TABLE 15.2 Total Advertising 

Expenditures in 2006 

Billions of Dollars 

Newspapers $49.0 

Television 66.8 

Direct mail 59.6 

, Yellow pages 14.4 

Internet 15,0 

Radio ii | 

Magazines 24.0 

Toral 247.9 
NY 

Source: www.plunkettresearch.com 

Many observers believe that the Internet is rapidly changing the way advertising works. 

Traditionally, companies have targeted their advertisements in both print and media. Beer com- 

mercials are shown during televised sporting events, toy commercials air during children’s pro- 

grams, and so on. The Internet has dramatically improved the ability of advertising to target a 

specific market. Consider advertising on Google. Under Google’s AdWords system, which is a 

click-and-pay system, advertisers pay only when a Web surfer clicks to their site. In this way, 

advertisers are sure that people who see their advertisements are interested in the product. In 

2006, Google earned over $6 billion from this form of targeted advertising. . 

YouTube, another new entrant into the advertising business, offers firms the opportunity to 

actively interact with customers. In addition to the standard video ads, firms can create online 

contests and brand channels to learn from customers about their preferences. Advertising as 

information has become more of a transparent two-way street as a result of the Internet. 

The effects of product differentiation in general (and advertising in particular) on the 

allocation of resources have been hotly debated for years. Advocates claim that these forces 

_give the market system its vitality and power. Critics argue that they cause waste and ineffi- 

ciency. Before we proceed to the models of monopolistic competition and oligopoly, let us 

look at this debate. 
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TABLE 15.3 Domestic Advertising Spending by Category 

in 2006 in Billions of Dollars 

Rank Category 2006 

1 Automotive $19.8 

2 Retail ORI 

3 Telecommunications 11.0 

4 Medicine & Remedies 9.2 

5 General services ; 8.7 

6 Financial services 8.7 

u Food, beverages, & candy VP 

8 Personal care SH 

9 Airlines, hotels, car rental, travel 5.4 

10 Movies, recorded video, & music SA 

skal Restaurants 33 

12 Media Soll 

13 Government, politics, religion B15) 

14 Insurance ahs) 

1S Real estate Sil 

16 Apparel BS 

17 Computers, software Dee) 

18 Home furnishings Ze, 

19 Beer, wine, & liquor Z.1 

20 Education 189) 

Source: TNS Media Intelligence 

The Case for Advertising For product differentiation to be successful, consumers 
must know about product quality and availability. In perfect competition, where all products 

Sie HLS We EE ce ee ge information; without it, the market fails to 

produce an efficient allocation of resources. Complete information is even more important 

when we allow for product differentiation. Colstintre SeFh ee ean aie ee 
ing, at least in part. The basic function of advertising, according to its proponents, is to assist 

consumers in making informed, rational choices. When we think of advertising, many of us 

think of the persuasive ads shown on television geared to changing our image of a product. 

Over the years, Budweiser has developed a reputation for clever ads of this sort, especially those 

delivered during the Super Bowl. But much advertising is entirely informational. In most parts 

of the country, one day a week the newspaper grows in size. On this day, stores advertise and 

promote their food sales. For many newspapers, advertisements are a big source of revenue; 

and it is all informational, helping consumers figure out where to buy their orange juice and 

chicken, for example. During the holiday season, toy advertising, both in print and on televi- 

sion, increases dramatically. For toys, which have a high rate of new product introduction, 

publicizing them is very important. 

Supporters of advertising also note that it can promote competition. New products can com- 

pete with old, established brands only when promoters can get their messages through to con- 

sumers. The standard of living rises when we have product innovation, when new and better 

products come on the market. Think of all the products today that did not exist 20 years ago: 

iPods, DVD players, and many features of PCs, to name a few. When consumers are informed 

about a wide variety of [potential substitutes, their market choices help discipline older firms that 
may have lost touch with consumers’ tastes. 

Even advertising that seems to function mostly to create and reinforce a brand image can 
have efficiency effects. Creating a brand name such as Coca-Cola or Tide requires a huge invest- 
ment in marketing and advertising. The stronger the brand name and the more a firm has 
invested in creating that name, the more the firm will invest in trying to protect that name. In 
many cases, those investments provide benefits for consumers. In reacting to the 2007 news about 
lead in children’s toys made in China, large toy companies such as Hasbro and Mattel spent 
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millions in new testing of those toys. Restoring parental trust in the face of the lead toy recalls is 
vital to the future of the firms. 

The advocates of spirited competition believe that differentiated products and advertising 

give the market system its vitality and are the basis of its power. They are the only ways to begin 
to satisfy the enormous range of tastes and preferences in a modern economy. Product differenti- 
ation helps to ensure high quality and variety, and advertising provides consumers with valuable 
information on product availability, quality, and price that they need to make efficient choices in 
the marketplace. 

The Case Against Product Differentiation and Advertising Product differenti- 
ation and advertising waste society's scarce resources, argue critics. They say enormous sums of 

money are spent to create minute, meaningless differences among products. 

‘Drugs, both prescription and nonprescription, are an example. Companies spend millions 

of dollars to promote brand-name drugs that contain the same compounds as those available 
under the generic names. The antibiotics erythromycin and erythrocin have the same ingredi- 

ents, yet erythrocin is half as expensive as erythromycin. Aspirin is aspirin, yet we pay twice 

the price for an advertised brand because the manufacturer has convinced us that there is a 

tangible—or intangible—difference. 
Do we really need 50 different kinds of soap, some of whose prices are increased by the 

cost of advertising? For a firm producing a differentiated product, advertising is part of 

the everyday cost of doing business. Its price is built into the average cost curve and thus into 

the price of the product in the short run and the long run. Thus, consumers pay to finance 

advertising. 
Critics also argue that the information content of advertising is minimal at best and deliber- 

ately deceptive at worst. Advertising is meant to change our minds, to persuade us, and to create 

brand images. Try to determine how much real information there is in the next 10 advertisements 

you see on television. U.S. firms spend about $250 billion a year on advertising. Critics argue that 

firms waste a substantial portion of this money if the advertising does not clearly convey infor- 

mation to consumers. 

Competitive advertising can also easily turn into unproductive warfare. Suppose there are 

five firms in an industry and one firm begins to advertise heavily. To survive, the others 

respond in kind. If one firm drops out of the race, it will certainly lose out. Advertising of this 

sort may not increase demand for the product or improve profitability for the industry. 

Instead, it is often a “zero sum game”—a game in which the sum of the gains equals the sum of 

the losses. 

Advertising may also reduce competition by creating a barrier to the entry of new firms into 

an industry. One famous case study taught at the Harvard Business School calculates the cost of 

entering the brand-name breakfast cereal market. To be successful, a potential entrant would have 

to start with millions of dollars in an extensive advertising campaign to establish a brand name 

recognized by consumers. Entry to the breakfast cereal game is not completely blocked, but such 

financial requirements make entry very difficult. 

Finally, some argue that advertising, by its very nature, imposes a cost on society. We are 

continuously bombarded by bothersome jingles and obtrusive images. When driving home 

from school or work, we may pass 50 billboards and listen to 15 minutes of news and 

20 minutes of advertising on the radio. When we get home, we throw away 10 pieces of unso- 

licited junk mail, glance at a magazine containing 50 pages of writing and 75 pages of adver- 

tisements, and perhaps watch a television show that is interrupted every 5 minutes for a 

“message.” 
rae bottom line, critics of product differentiation and advertising argue, is waste and ineffi- 

ciency. Enormous sums are spent to create minute, meaningless, and possibly nonexistent differ- 

ences among products. Advertising raises the cost of products and frequently contains very little 

information. Often, it ig merely an annoyance. Product differentiation and advertising have 

turned the system upside down: People exist to satisfy the needs of the economy, not vice versa. 

Advertising can lead to unproductive warfare and may serve as a barrier to entry, thus reducing 

- real competition. 

6 
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/ECONOMICS 

Can Information Reduce Obesity? 
Policy makers have been working to increase the level of information that consumers have 

about products. In the early 1990s, the Food and Drug Administration passed rules requiring 

most processed foods sold in grocery stores to carry nutrition labels. The current hot topic in 

the labeling area involves restaurant meals. With growing obesity in the United States, many 

policy makers think that one way to fight the problem is to require calorie and fat labeling in 

restaurants. The following article from the Seattle Times describes efforts along these lines in 

Seattle, Washington. 

IN PRACTICE 

New rules: Menus must say what’s in your meal 

Seattle Times 

Despite objections from restaurant owners and 

food-industry officials, the King County Board 

of Health on Thursday banned artificial trans 

fat and required nutritional labeling for menu 

items in chain restaurants. 

With the vote, King County joins a handful of 
jurisdictions in the county to ban artificial trans 

fat in restaurant meals and becomes only the 
second to require nutrition labeling on menus. 

While most restaurant owners and their sup- 
porters testified against the trans-fat ban—most 

said they’re already getting rid of trans fats but 

they simply hate mandates—they saved their 
harshest words for the nutrition-labeling 

requirement. 

Chris Clifford, a Renton resident who said 

he’s owned several restaurants in King County, . 

said very few customers need labeling to know that a 16-ounce steak rolled in butter is 

fattening. . 

“| have a six-letter word to describe them: It’s ‘stupid!’” Clifford told the board, “You 
can’t help stupid people.” Instead of menu labeling, Clifford suggested a “warning 

label” on the restaurant door: “Eating here is fattening and could kill you.” 

On a more serious level, restaurant owners said the labeling requirement was 

unworkable and expensive, would possibly drive customers elsewhere—and pleaded for 
more time to find a less onerous solution. 

But health providers and a number of diabetic and heart patients in the standing- 
room-only crowd said customers deserve to have enough information to make 
healthful choices. 

Some economists have suggested that instead of information, the price mechanism 
should be used to reduce obesity. The proposal is to tax high-fat foods. 

Source: Carol M. Ostrom, Seattle Times health reporter. Seattle Times July 25, 2007. 

Open Questions You will see over and over as you study economics that many questions 
remain open. There are strong arguments on both sides of the advertising debate, and even the 
empirical evidence yields to conflicting conclusions. Some studies show that advertising leads to 
concentration and positive profits; others, that advertising improves the functioning of the market. 
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Price and Output Determination in 
Monopolistic Competition 
Recall that monopolistically competitive industries are made up of a large number of firms, each 
small relative to the size of the total market. Thus, no one firm can affect market price by virtue 

of its size alone. Firms do differentiate their products, however, in ways we have been discussing. 
By doing so, they gain some control over price. 

Product Differentiation and Demand Elasticity 
Perfectly competitive firms face a perfectly elastic demand for their product: All firms in a 
perfectly competitive industry produce exactly the same product. If firm A tried to raise 
prices, buyers would go elsewhere and firm A would sell nothing. When a firm can distinguish 

its product from all others in the minds of consumers, as we assume it can under monopolis- 

tic competition, it probably can raise price without losing all quantity demanded. Figure 15.2 

aes how product differentiation might make demand somewhat less elastic for a hypothet- 

ical firm. 

4 FIGURE 15.2 

Product Differentiation 

Reduces the Elasticity of 
Demand Facing a Firm 

The demand curve that a 
monopolistic competitor faces is 
likely to be less elastic than the 

demand curve that a perfectly 
competitive firm faces. Demand 
is more elastic than the demand 
curve that a monopolist faces 
because close substitutes for the 
products of a monopolistic com- 

petitor are available. 

Units of output 
ghar mas is : 

A monopoly is an industry with a single firm that produces a good for which there are no 

Demand curve facing a perfectly 

competitive firm 

Price per unit ($) 

Demand curve facing a monopolistically 

competitive firm 
rer 

a hee 

close substitutes. A monopolistically competitive firm is like a monopoly in that it is the only pro- iy owe vv a wh 

ducer of its unique product. Only one firm can produce Cheerios or Wheat Thins or Johnson's), , Rele ) . 

Baby Shampoo or Oreo cookies. However, unlike the product in a monopoly market, the product Z bs 4 x 

of a monopolistically competitive firm has many close substitutes competing for the consumer's t" 

favor. Although the demand curve that a monopolistic competitor faces is likely to be less elastic 

than the demand curve that a perfectly competitive firm faces, it is likely to be more elastic than 

the demand curve that a monopoly faces. 

ey 
. . . . 

f = Need 

Price/Output Determination in the Short Run i ph Lae eS f 
s ' rs 

Under conditions of monopolistic competition, a profit-maximizing firm behaves much like a ‘ee Fels ‘o Nae 

monopolist in the short run. First, marginal revenue is not equal to price because the monop- on jk M 

olistically competitive firm has some control over-output price. Like a monopolistic firm, a wy 

monopolistically competitive firm must lower price to increase output and sell it. The monop- Ve 

olistic competitor’s marginal revenue curve thus lies below its demand curve, intersecting the 

quantity axis midway between the origin and the point at which the demand curve intersects it. 

(If necessary, review Chapter 13 to make sure you understand this idea.) The firm chooses the 

- output/price combination that maximizes profit. To maximize profit, the monopolistically 

competitive firm will increase production until the marginal revenue from increasing output 
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Dollars ($) 

Ps $6 

ATC = $5 

a. A monopolistically competitive firm earning \ 

short-run profits 

[_] Profits = $2,000 

and selling it no longer exceeds the marginal cost of producing it. This occurs at the point at 

which marginal revenue equals marginal cost: MR = MC. 

In Figure 15.3(a), the profit-maximizing output is qy = 2,000, where marginal revenue equals 

marginal cost. To sell 2,000 units, the firm must charge $6. Total revenue is Po X do = $12,000, or 

the area of P,Aqy0. Total cost is equal to average total cost times qy, whiclris $10,000, or CBq,0. 

Total profit is the difference, $2,000 (the gray-shaded area P ABC). by 

Nothing guarantees that a firm in a monopolistically competitive industry will earn positive 

profits in the short run. Figure 15.3(b) shows what happens when a firm with similar cost curves 

faces a weaker market demand. Even though the firm does have some control over price, market 

demand is insufficient to make the firm profitable. 

b. A monopolistically competitive firm 

suffering short-run losses 

Marginal cost 
(I Losses = $1,000 

Marginal cost 

Average total cost 
Average total cost 

& ATC=$6 QS 

s& P=$5 
1 

fe) 

Demand Demand 

Marginal revenue Margimal reverie 

dy = 2000 0 q, = 1,000 

Units of output Units of output 

4 FIGURE 15.3 Monopolistic Competition in the Short Run 
In the short run, a monopolistically competitive firm will produce up to the point MR = MC. At qq = 2,000 in 
panel a, the firm is earning short-run profits equal to PyABC = $2,000. In panel b, another monopolistically 

competitive firm with a similar cost structure is shown facing a weaker demand and syiffering short-run losses 
at q, = 1,000, equal to CABP, = $1,000. ‘ 

a‘ 

As in perfect competition, such a firm minimizes its losses by producing up to the point 

where ee is equal to marginal cost. Of course, as in perfect competition, the 

price that the firm charges must be sufficient to cover average variable costs. Otherwise, the 

firm will shut down and suffer losses equal to total fixed costs instead of increasing losses by 
producing more. In Figure 15.3(b), the loss-minimizing level of output is q, = 1,000 at a price of 
$5. Total revenue is P, xX q, = $5,000, or P,Bq,0. Total cost is ATC x 4, = $6,000, or CAq,0. Because 
total cost is greater than revenue, the firm suffers a loss of $1,000, equal to the pink-shaded 
area, CABP,. 

Price/Output Determination in the Long Run 
In analyzing monopolistic competition, we ; ne that entry a i asy in the long run. 
Firms can enter an industry when there are profits rosaries fens pee ee go 
out of business. However, entry into an industry_of this sort is somewhat different from entry 
into perfect competition because products are differentiated in monopolistic competition. A firm 
that enters a monopolistically competitive industry is producing a close substitute for the good in 
question, but not the same good. 

Let us begin with a firm earning positive profits in the short run, as shown on the left-hand 
side of Figure 15.3. Those profits provide an incentive for new firms to enter the industry. This 
entry creates new substitutes for the profit-making firm, which, in turn, drives down demand for 
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its product. For example, if several restaurants seem to be doing well in a particular location, oth- 
ers may start up and take business from the existing restaurants. . 

et tims will continue to enter the market until profits are eliminated. As the new firms 
entet, the demand curve facing each old firm begins to shift to the left, pushing the marginat rev- 
enue curve along with it. (Review Chapter 13 if you are unsure why.) This shift continues until 

profits are eliminated, which occurs when the demand curve slips down to the average total cost 

—curve. Graphically, this is the point at which the demand curve and the average total cost curve 
are tangent (the point at which they just touch and have the same slope). Figure 15.4 shows a 

monopolistically competitive industry in long-run equilibrium. At q* and P*, price and average 

total cost are equal; so there are no profits or losses. oat eae: 

fo 
alt ct et oe 

At ee oe 4 
rans i oe AI 

clip aes 

J Adu 

MC eden ae 

p* 

Dollars ($) 

Long-run 

demand 

occurs at the profit-maximizing level of output. At this point, marginal cost is equal to marginal 

revenue. At any level of output other than q*, ATC lies above the demand curve. This means that 

average total cost at q* and profits equal zero. 

This equilibrium must occur at the point at which the demand curve is just tangent to the 

average total cost curve. If the demand curve cuts across the average cost curve, intersecting it at 

two points, the demand curve would be above the average total cost curve at some levels of out- 

put. Producing at those levels of output would mean positive profits. Positive profits would 

attract entrants, shifting the market demand curve to the left and lowering profits. If the demand 

curve were always below the average total cost curve, all levels of output would prodice losses for 

the firm. This would cause firms to exit the industry, shifting the market demand curve to the 

right and increasing profits (or reducing losses) for those firms still in the industry. The firm’s 

demand curve must end up tangent to its average total cost curve for profits to equal zero. This is 

the condition for long-run equilibrium in a monopolistically competitive industry. 

Even if some monopolistically competitive firms start with losses, the long-run equilibrium 

will be zero profits for all firms remaining in the industry. (Look back at Figure 15.3(b), which 

shows a firm suffering losses.) Suppose many restaurants open in a small area, for example. In 

Columbus, Ohio, near the intersection of I-270 and Fishinger Road, there are a dozen or so 

“quick dinner” restaurants crowded into a small area. Given so many restaurants, it seems likely 

that there will be a “shake-out” sometime in the near future—that is, one or more of the restau- 

rants suffering losses will decide to drop out of the market. 

When this happens, the firms remaining in the industry will get a larger share of the total 

business; and their demand curves will shift to the right. Firms will continue to drop out, and the 

demand curves of the remaining firms will continue to shift until all losses are eliminated. Thus, 

we end up with the same long-run equilibrium as when we started out, with firms earning posi- 

tive profits. At equilibrium, demand is tangent to average total cost and there are no profits or 

losses. 

4 FIGURE 15.4 

Monopolistically 
Competitive Firm at 
Long-Run Equilibrium 

As new firms enter a monopolis- 

tically competitive industry in 
search of profits, the demand 
curves of profit-making existing 
firms begin to shift to the left, 
pushing marginal revenue with 
them as consumers switch to the 

new close substitutes. This 

process continues until profits 

are eliminated, which occurs for 

a firm when its demand curve is 

just tangent to its average total 

cost curve. 
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Economic Efficiency and Resource 

Allocation 
We have already noted some of the similarities between monopolistic competition and perfect 

competition. Because entry is easy and economic profits are eliminated in the long run, we 

might conclude that the result of monopolistic competition is efficient. There are two problems, 

however. 

First, once a firm achieves any degree of market power by differentiating its product (as is the 

case in monopolistic competition), its profit-maximizing strategy is to hold down production 

and charge a price above marginal cost, as you saw in Figure 15.3 and Figure 15.4. Remember 

from Chapter 12 that price is the value that society places on a good and that marginal cost is the 

value that society places on the resources needed to produce that good. By holding production 

down and price above marginal cost, monopolistically competitive firms prevent the efficient use 

UR err of resources. More product could be produced at a resource cost below the value that consumers 

place on the product. 

- Second, as Figure 15.4 shows, the final equilibrium in a monopolistically competitive firm is 

ye) aa oe ess necessarily to the left of the low point on its average total cost curve. That means a typical firm in 

yan ve el ai. nae : e a monopolistically competitive industry will not realize all the economies of scale available. (In 

re Ve St ut uy perfect competition, you will recall, firms are pushed to the bottom of their long-run average cost 

a curves, and the result is an efficient allocation of resources.) 

Suppose a number of firms enter an industry and build plants on the basis of initially prof- 

itable positions. As more firms compete for those profits, individual firms find themselves with 

smaller market shares; eventually, they end up with “excess capacity.” The firm in Figure 15.4 is 

not fully using its existing capacity because competition drove its demand curve to the left. In 

monopolistic competition, we end up with many firms, each producing a slightly different prod- 

uct at a scale that is less than optimal. Would it not be more efficient to have a smaller number of 

firms, each producing on a slightly larger scale? 

The costs of less-than-optimal production, however, need to be balanced against the gains 

that can accrue from aggressive competition among products. If product differentiation leads to 
the introduction of new products, improvements in old products, and greater variety, an impor- 

tant gain in economic welfare may counteract (and perhaps outweigh) the loss of efficiency from 
pricing above marginal cost or not fully realizing all economies of scale. 

Most industries that comfortably fit the model of monopolistic competition are very com- 

petitive. Price competition coexists with product competition, and firms do not earn incredible 

profits and do not violate any of the antitrust laws that we discussed ‘in the last chapter. 

Monopolistically competitive firms have not been a subject of great concern among economic 
policy makers. Their behavior appears to be sufficiently controlled by competitive forces, and no 
serious attempt has been made to regulate or control them. 
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SUMMARY 

INDUSTRY CHARACTERISTICS pp. 304 different are customers’ tastes? Are there gains to customers 
1. A monopolistically competitive industry has the following in buying a product that is identical to one bought by every- structural characteristics: (1) a large number of firms, (2) no one else? Are there large-scale economies associated with 

barriers to entry, and (3) product differentiation. Relatively making only one variety of a good? Industries with many dif- 
good substitutes for a monopolistic competitor’s products ferent products reflect strong heterogeneity of consumers, 
are available. Monopolistic competitors try to achieve a low gains from coordination, and small cost gains from 
degree of market power by differentiating their products. standardization. 

3. Products can be differentiated horizontally or vertically. 
PRODUCT DIFFERENTIATION AND Horizontal differentiation produces different types of a 
ADVERTISING p. 303 good with different appeals to different types of people. In 

vertical differentiation, people agree that one product is bet- 
ter than another; they just may not be willing to pay for the 
better good. 

2. The amount of product differentiation in an industry 
depends on a number of features of the industry. How 



4. Behavioral economics suggests that there may be times when 
too much variety reduces consumers’ purchases. 

5. Behavioral economics also suggests that there may be times 
when consumers prefer one form of a good over another as a 
way to commit themselves to different actions in the future 
than they would otherwise take. 

6. Advocates of free and open competition believe that differ- 
entiated products and advertising give the market system its 
vitality and are the basis of its power. Critics argue that 
product differentiation and advertising are wasteful and 
inefficient. 

PRICE AND OUTPUT DETERMINATION IN 
MONOPOLISTIC COMPETITION op. 373 

7. By differentiating their products, firms hope to be able to 
raise prices without losing all demand. The demand curve 
facing a monopolistic competitor is less elastic than the 

demand curve faced by a perfectly competitive firm but 
more elastic than the demand curve faced by a monopoly. 

behavioral economics, p. 307 

commitment device, p. 307 

Visit www.myeconlab.com to complete the problems marked in orange online. You will receive 
; 

instant feedback 6n your answers, tutorial help, and access to additional practice problems. 
, 

» @B For each of the following, state whether you agree or disagree. 

Explain your answer. 

a. Monopolistically competitive firms produce their economic 

profits protected by barriers to entry. 

b. Monopolistically competitive firms are efficient because in 

the long run, price falls to equal marginal cost. 

2. Consider the local music scene in your area. Name some of the 

local live bands that play in clubs and music halls, both on and 

off campus. Look in your local newspaper for advertisements of 

upcoming shows or performances. How would you characterize 

the market for local musicians? Is there product differentiation? 

In what specific ways do firms (individual performers or bands) 

compete? To what degree are they able to exercise market 

power? Are there barriers to entry? How profitable do you think 

the musicians are? 

3. Write a brief essay explaining this statement: The Beatles were 

once a monopolistically competitive firm that became a 

monopolist. 

4. Ina market in which there is vertical differentiation, we always 

see price differences among the products. In markets with hori- 

zontal differentiation, sometimes the products differ but prices 

are very much the same. Why does vertical differentiation natu- 

rally bring with it price differences? 

horizontal differentiation, p. 306 

monopolistic competition, p. 304 
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8. To maximize profit in the short run, a monopolistically 
competitive firm will produce as long as the marginal rev- 
enue from increasing output and selling it exceeds the mar- 
ginal cost of producing it. 

9. When firms enter a monopolistically competitive industry, 
they introduce close substitutes for the goods being pro- 
duced. This attracts demand away from the firms already in 
the industry. Demand faced by each firm shifts left, and 
profits are ultimately eliminated in the long run. This long- 
run equilibrium occurs at the point where the demand curve 
is just tangent to the average total cost curve. 

ECONOMIC EFFICIENCY AND RESCOURCE 
ALLOCATION p. 316 
10. Monopolistically competitive firms end up pricing above 

marginal cost. This is inefficient, as is the fact that monopo- 
listically competitive firms do not realize all economies of 
scale available. There may be off-setting gains from increased 

variety. 

REVIEW TERMS AND CONCEPTS chews 

product differentiation, p. 305 

vertical differentiation, p. 308 

[Related to Economics in Practice on p. 308] If you look at the 

prices listed in the Economics in Practice on p. 308, you will see 

that the more well-known brands are being sold for a lower 

price than the less well-known brands. Is this pattern always 

true? Explain your answer. 

[Related to Economics in Practice on p. 312] The news story 

tells us that most restaurant owners oppose the labeling require- 

ment. Why? Since restaurants compete with one another, would 

you not expect some of the healthier restaurants to come out in 

favor of the rule? Explain. 

The table shows the relationship for a hypothetical firm 

between its advertising expenditures and the quantity of its out- 

put that it expects it can sell at a fixed price of $5 per unit. 

ADVERTISING QUANTITY SOLD AT P= $5/IN 

EXPENDITURES (MILLIONS) MILLION UNITS 

$1 8 

$1.2 s) 

$1.4 9.4 

$1.6 9.6 

$1.8 9.7 

a. In economic terms, why might the relationship between 

advertising and sales look the way it does? 
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b. Assume that the marginal costs of producing this product 

(not including the advertising costs) are a constant $4. How 
much advertising should this firm be doing? What economic 

principle are you using to make this decision? 

8. In the area around a local university, a number of food vendors 

gather each lunchtime to sell food to university students who 

are tired of dorm food. The university and the town have no 

license fees that apply to food vendors, preferring to let the mar- 

ket dictate how many and which vendors show up. 

Many different cuisines are represented on the street corner, 

including a cart sponsored by Madame Defarge selling gumbo 

and jambalaya. Madame Defarge sells a plate of either gumbo or 

jambalaya for $5. The food is made in the morning at her 

nearby restaurant, when the kitchen is otherwise unoccupied. 

Her crew of three, each of whom earns $15 per hour, takes 

2 hours to make the 100 meals required by Madame Defarge. In 

creating these meals, they use ingredients equal to $100. 

Madame Defarge hires another worker to load her cart with 

food and sell it during the lunch hours. That worker costs 

$10 per hour and typically sells out the entire cart of 100 meals 

in 2 hours. The cart is rented for $100 per 5-day week. (The 

carts are not in operation on the weekends, when Madame 

Defarge is too busy at her restaurant.) 

a. What market structure does this business most resemble? 

What characteristics lead you to this conclusion? 

b. What would you expect to see happen in this business? Use 

the data in the problem to support your conclusions. 

c. How would your calculations change if Madame Defarge 

were to develop a weekday lunch business that used the 

kitchen’s capacity? 



Externalities, Public 
Goods, and Social 

Choice 
In Chapters 6 through 12, we built 

a complete model of a perfectly 

competitive economy under a set 

of assumptions. By Chapter 12, we 

had demonstrated that the alloca- 
tion of resources under perfect 

competition is efficient and we 

began to relax some of the assump- 

tions on which the perfectly com- 

petitive model is based. We 

introduced the idea of market 

failure, and in Chapters 13, 14, 

and 15, we talked about three kinds 

of imperfect markets: monopoly, 
oligopoly, and monopolistic competition. We also discussed some of the ways government has 

responded to the inefficiencies of imperfect markets and to the development of market power. 
As we continue our examination of market failure, we look first at externalities as a source of 

inefficiency. Often when we engage in transactions or make economic decisions, second or third 

parties suffer consequences that decision makers have no incentive to consider. For example, for 

many years, manufacturing firms and power plants had no reason to worry about the impact of 

smoke from their operations on the quality of the air we breathe. Now we know that air pollu- 

tion—an externality—harms people. 

Next, we consider a second type of market failure that involves products that private firms 

find unprofitable to produce even if members of society want them. These products are called 

public goods or social goods. Public goods yield collective benefits, and in most societies, govern- 

ments produce them or arrange to provide them. The process of choosing what social goods to 

produce is very different from the process of private choice. 

Finally, while the existence of externalities and public goods are examples of market failure, 

it is not necessarily true that government involvement always improves matters. Just as markets 

fail, so too can governments. When we look at the incentives facing government decision makers, 

we find several reasons behind government failure. 

Externalities and Environmental Economics 

An externality exists when the actions or decisions of one person or group impose a cost or 

bestow a benefit on second or third parties. Externalities are sometimes called spillovers or 

neighborhood effects. Inefficient decisions result when decision makers fail to consider social costs 

and benefits. 

The presence of externalities is a significant phenomenon in modern life. Examples are 

everywhere: Air, water, land, sight, and sound pollution; traffic congestion; automobile accidents; 

abandoned housing; nuclear accidents; and secondhand cigarette smoke are only a few. The study 

of externalities is a major concern of environmental economics. 

CHAPTER OUTLINE 

Externalities and 
Environmental 
Economics p. 319 

Marginal Social Cost and 
Marginal-Cost Pricing 

Private Choices and 

External Effects 

Internalizing Externalities 

Public (Social) 
Goods p. 332 

The Characteristics of 

Public Goods 

Income Distribution as a 

Public Good? 

Public Provision of Public 

Goods 

Optimal Provision of 
Public Goods 

Local Provision of Public 

Goods: Tiebout 

Hypothesis 

Mixed Goods 

Social Choice p. 337 

The Voting Paradox 

Government Inefficiency: 
Theory of Public Choice 

Rent-Seeking Revisited 

Government and the 

Market pp. 341 

market failure Occurs 

when resources are 

misallocated or allocated 

inefficiently. 

externality A cost or 

benefit imposed or bestowed 

on an individual or a group 

that is outside, or external to, 

the transaction. 

319 
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/ 

marginal social cost 

(MSC) _ The total cost to 

society of producing an 

aes ce 
seryiee. MSC is equal to the 

sum of the marginal costs of 

producing the product and the 

correctly measured damage 

costs involved in the process of 

production. 

The opening of Eastern Europe in 1989 and 1990 revealed that environmental externalities 

are not limited to free market economies. Part of the logic of a planned economy is that when 

economic decisions are made socially (by the government, presumably acting on behalf of the 

people) instead of privately, planners can and will take all costs—private and social—into 

account. This has not been the case, however. When East and West Germany were reunited and 

the borders of Europe were opened, we saw the disastrous condition of the environment in virtu- 

ally all of Eastern Europe. 

As societies become more urbanized, externalities become more important: When we live 

more closely together, our actions are more likely to affect others. 

Marginal Social Cost and Marginal-Cost Pricing 

Profit-maximizing perfectly competitive firms will produce output up to the point at which price 

is equal to marginal cost (P = MC). Let us take a moment to review why this is essential to the 

proposition that perfectly competitive markets produce what people want—an efficient mix of 

output. 

When a firm weighs price and marginal cost and no externalities exist, it is weighing the full 

benefits to society of additional production against the full costs to society of that production. 

Those who benefit from the production of a product are the people or households who end up 

consuming it. The price of a product is a good measure of what an additional unit of that prod- 

uct is “worth” because those who value it more highly already buy it. People who value it less than 

the current price are not buying it. If marginal cost includes all costs—that is, all costs to soctety— 

of producing a marginal unit of a good, additional production will be efficient, provided P is 

greater than MC. Up to the point where P = MC, each unit of production yields benefits in excess 

of cost. 
Consider a firm in the business of producing laundry detergent. As long as the price per unit 

that consumers pay for that detergent exceeds the cost of the resources needed to produce one 

additional unit of it, the firm will continue to produce. Producing up to the point where P= MC 

is efficient because for every unit of detergent produced, consumers derive benefits that exceed 

the cost of the resources needed to produce it. Producing at a point where MC > P is inefficient 

because marginal cost will rise above the unit price of the detergent. For every unit produced 

beyond the level at which P = MC, society uses resources that cost more than the benefits that 

consumers place on detergent. Figure 16.1 shows a firm and an industry inxwhich no externali- 

ties exist. s 

Suppose, however, that the production of the firm’s product imposes external costs on soci- 

ety as well. If the firm does not factor those additional costs into its decisions, it is likely to over- 

produce. In Figure 16.1(b), a certain measure of external costs is added to the firm’s marginal cost 

curve. We see these external costs in the graph, but the firm is ignoring them. The curve labeled 

MSC, marginal social cost, is the sum of the marginal costs of producing the product and the 
correctly measured damage costs imposed in the process of production. 

If the firm does not have to pay for these damage costs, it will produce exactly the same level of 

output (q*) as before and price (P*) will continue to reflect only the costs that the firm actually pays 
to produce its product. The firms in this industry will continue to produce, and consumers will con- 
tinue to consume their product; but the market price takes into account only part of the full cost of 
producing the good. At equilibrium (q*), marginal social costs are considerably greater than price. 
(Recall that price is a measure of the full value to consumers of a unit of the product at the margin.) 

Suppose our detergent plant freely dumps untreated toxic waste into a river. The waste 
imposes specific costs on people who live downstream: It kills the fish in the river, it makes the 
river ugly to look at and rotten to smell, and it destroys the river for recreational use. There may 
also be health hazards depending on what chemicals the firm is dumping. Obviously, the plant’s 
product provides certain benefits. Its soap is valuable to consumers who are willing and able to 
pay for it. The firm employs people and capital, and its revenues are sufficient to cover all costs. 
The issue is how the net benefits produced by the plant compare with the damage that it does. 
You do not need an economic model to know that someone should consider the costs of those 
damages. 
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a. A profit-maximizing firm: No externalities 

The industry 
4 FIGURE 16.1 
Profit-Maximizing 

MC Perfectly Competitive 
Firms Will Produce Up 
to the Point That Price 
Equals Marginal Cost 
(P = MC) 
If we assume that the current 
price reflects what consumers 
are willing to pay for a product 
at the margin, firms that create 

external costs without weighing 
them in their decisions are likely 
to produce too much. At q*, 

q* marginal social cost exceeds the 

Units of output Units of output Duan eag ny ue 

A representative firm 

Price per unit ($) 

b. A profit-maximizing firm: Externality 

The industry A representative firm 

MSC 

Price per unit ($) 

Units of output Units of output 

Acid Rain and the Clean Air Act Acid rain is an excellent example of an externality 

and of the issues and conflicts involved in dealing with externalities. Manufacturing firms and 

power plants in the Midwest burn coal with a high sulfur content. When the smoke from those 

plants mixes with moisture in the atmosphere, the result is a dilute acid that is windblown 

north to Canada and east to New York and New England, where it falls to the earth in the rain. 

The subject of a major conflict between the U.S. and Canadian governments and between 

industry and environmental groups, this acid rain is imposing enormous costs where it falls. 

Estimates of damage from fish kills, building deterioration, and deforestation range into the bil- 

lions of dollars. 

Decision makers at the manufacturing firms and public utilities using high-sulfur coal should 

weigh these costs, of course, but there is another side to this story. Burning cheap coal and not 

worrying about the acid rain that may be falling on someone else means jobs and cheap power for 

residents of the Midwest. Forcing coal-burning plants to pay for past damages from acid rain or 

requiring them to begin weighing the costs that they are presently imposing will undoubtedly 

raise electricity prices and production costs in the Midwest. Some firms will be driven out of busi- 

ness, and some jobs will be lost. However, if the electricity and other products produced in the 

Midwest are worth the full costs imposed by acid rain, plants will not shut down, and consumers 

will pay higher prices. If those goods are not worth the full cost, they should not be produced, at 

least not in current quantities or through the use of current production methods. 

The case of acid rain highlights the fact that efficiency analysis ignores the distribution of 

gains and losses. That is, to establish efficiency, we need only demonstrate that the total value of 



322 PARTUM Market Imperfections and the Role of Government 

the gains exceeds the total value of the losses. If midwestern producers and consumers of their 

products were forced to pay an amount equal to the damages they caused, the gains from reduced 

damage in the East and in Canada would be at least as great as costs in the Midwest. The beneficia- 

ries of forcing midwestern firms to consider these costs would be the households and firms in the 

East and in Canada. After many years of debate, Congress passed and President George H. W. Bush 

signed the Clean Air Act of 1990. Included in the law are strict emissions standards aimed, in part, 

at controlling the production and distribution of acid rain. An interesting provision of the Clean 

Air Act is its use of “tradable pollution rights,” which we discuss later in this chapter. 

Other Externalities Other examples of extetnal effects are all around us. When people 

drive their cars into the center of the city at rush hour, they contribute to the congestion and 

impose costs (in the form of lost time and auto emissions) on others. Clearly, the most signifi- 

cant and hotly debated issue of externalities is global warming. The 2007 Nobel Peace Prize was 

awarded to former Vice President Al Gore and the Intergovernmental Panel on Climate Change, 

a group of 2,500 researchers from 130 nations that issued a number of reports linking human 

activity to the recent rise of the average temperature on Earth. Although there is considerable 

disagreement, many people are convinced that strong measures must be taken to prevent major 

adverse consequences such as dramatically rising sea levels. We will return to this topic later. 

Secondhand cigarette smoke has become a matter of public concern. In December 1994, a 

judge in Florida ruled that nonsmokers could bring a class-action suit based on the health conse- 

quences of passive smoke. Smoking has been banned on domestic air carriers, and many states 

have passed laws severely restricting smoking in public places. In 1997, the big tobacco firms 

signed an agreement to pay over $350 billion to compensate those harmed by smoking and to 

reimburse states for smoking-related medical expenses paid under the Medicaid program. 

Some Examples of Positive Externalities Thus far we have described a series of neg- 
ative externalities. But externalities can also be positive. In some cases, when other people or 

firms engage in an activity, there are side benefits from that activity. From an economics perspec- 

tive, there are problems with positive externalities as well. 

Jan Ayres and Steve Levitt have studied a fascinating example of a product with positive 

externalities, LoJack. LoJack is a device that allows police to track a car when it is stolen. When a 

car has a LoJack device installed, the gains to stealing that car are sharply reduced. These devices 

not only help recover cars but also help catch car thieves. Suppose that 90 percent of the cars in a 

community had LoJack installed. If all LoJack cars were identified—the wal houses are that have 

burglar alarms—potential thieves could look for the unmarked cars. As it happens, LoJack does 

not come with any identifying mark. From a thief’s perspective, any car has a 90 percent chance 

of having a LoJack installed. As a result, the benefits from stealing any car are reduced. With 

reduced benefits, fewer thefts occur. Ayres and Levitt have found that the size of these positive 

externalities are very large; they estimate that the purchaser of a LoJack captures, as an individual, 
only 10 percent of the value of the device.' 

We also see positive externalities in the case of vaccinations. The more people who are 
vaccinated, the less likely a disease will become prevalent. But the less likely the disease, the 
lower the private benefits to people from getting a vaccination. With communicable diseases, 
health precautions taken by an individual have positive external benefits to the rest of the 
community. 

The problem with positive externalities should now be clear. For this type of externality, the 
individuals in charge have too little incentive to engage in the activity. Too few LoJacks are 
bought; too few people wash their hands often; too few people would vaccinate their children 
unless forced to do so by school systems. 

Private Choices and External Effects 

To help us understand externalities, let us use a simple two-person example. Harry lives in a dor- 
mitory at a big public college in the Southwest, where he is a first-year student. When he gradu- 
ated from high school, his family gave him an expensive stereo system. Unfortunately, the walls of 

: lan Ayres and Steve Levitt, Measuring Positive Externalities from Unobservable Victim Precautions: An Empirical Analysis of 
Lojack, Quarterly Journal of Economics, Vol. 108, no. 1, 1998. 
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Harry’s dorm are made of quarter-inch drywall over 3-inch aluminum studs. You can hear peo- 
ple sleeping four rooms away. Harry likes bluegrass music of the “twangy” kind. Because of a 
hearing loss after an accident on the Fourth of July some years ago, he often does not notice the 
volume of his music. 

Jake, who lives next door to Harry, is not much of a music lover; but when he does listen to 
music, he prefers Brahms and Mozart. So Harry’s music bothers Jake. 

Let us assume that there are no further external costs or benefits to anyone other than Harry 
and Jake. Figure 16.2 illustrates the decision process that the two dorm residents face. The 
downward-sloping curve labeled MB represents the value of the marginal benefits that Harry 
derives from listening to his music. Of course, Harry does not sit down to draw this curve, any 

more than anyone else (other than an economics student) sits down to draw actual demand 
curves. Curves like this are simply abstract representations of the way people behave. If you think 

about it, such a curve must exist. To ask how much an hour of listening to music is worth to you 
is to ask how much you would be willing to pay to have it. Start at $0.01 and raise the “price” 
slowly in your mind. Presumably, you must stop at some point. Where you stop depends on your 

taste for music and your income. 
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You can think about the benefits Harry derives from listening to bluegrass as the maxt- 

mum amount of money that he would be willing to pay to listen to his music for an hour. For 

the first hour, for instance, the value for MB is $0.50. We assume diminishing marginal util- 

ity, of course. The more hours Harry listens, the lower the additional benefits from each suc- 

cessive hour. As the graph shows, the MB curve falls below $0.05 per hour after 8 hours of 

listening. 

We call the cost that Harry must pay for each additional hour of listening to music marginal 

private cost, labeled MPC in Figure 16.2. In the present example, this cost is primarily the cost of 

electricity. This cost is constant at $0.05 per hour. 

Then there is Jake. Although Harry’s music does not poison Jake, give him lung cancer, or 

even cause him to lose money, it damages him nonetheless: He gets a headache, loses sleep, and 

cannot concentrate on his work. Jake is harmed, and it is possible (at least conceptually) to mea- 

sure that harm in terms of the maximum amount that he would be willing to pay to avoid it. The 

damage, or cost, imposed on Jake is represented in Figure 16.2 by the curve labeled MDC. 

Formally, marginal damage cost (MDC) is the additional harm done by increasing the level of 

an externality-producing activity by 1 unit. By assuming Jake would be willing to pay some 

amount of money to avoid the music, it is reasonable to assume the amount increases each suc- 

cessive hour. His headache gets worse with each additional hour he is forced to listen to bluegrass. 
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4 FIGURE 16.2 
Externalities in a College 
Dormitory 
The marginal benefits to Harry 
exceed the marginal costs he 

must bear to play his stereo 
system for a period of up to 
8 hours. When the stereo is play- 
ing, a cost is being imposed on 
Jake. When we add the costs 

borne by Harry to the damage 
costs imposed on Jake, we get 

the full cost of the stereo to the 
two-person society made up of 

Harry and Jake. Playing the 
stereo more than S hours is inef- 
ficient because the benefits to 
Harry are less than the social 

cost for every hour above S. If 
Harry considers only his private 
costs, he will play the stereo for 

too long a time from society’s 

point of view. 
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| marginal private cost 
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cost imposed by the added 

\ pollution that results from 

increasing output by 1 unit of 

per period. 
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In the simple society of Jake and Harry, it is easy to add up social benefits and costs. At every 

level of output (stereo playing time), total social cost is the sum of the private costs borne by 

Harry and the damage costs borne by Jake. In Figure 16.2, MPC (constant at $0.05 per hour) is 

added to MDC to get MSC. The social optimum occurs where the marginal social benefit equals 

the marginal social cost. 

Now consider what would happen if Harry simply ignored Jake.” If Harry decides to play the 

stereo, Jake will be damaged. As long as Harry gains more in personal benefits from an additional 

hour of listening to music than he incurs in costs, the stereo system will stay on. He will play it for 

8 hours (the point where Harry’s MB = MPC). This result is inefficient; for every hour of play 

beyond 5, the marginal social cost borne by society—in this case, a society made up of Harry and 

Jake—exceeds the marginal benefits to Harry—that is, MSC > Harry’s MB. It is generally true that 

when economic decisions ignore external costs, whether those costs are borne by one person or by 

society, those decisions are likely to be inefficient. We will return to Harry and Jake to see how they 

deal with their problem. First, we need to discuss the general problem of correcting for externalities. 

Internalizing Externalities 

A number of mechanisms are available to provide decision makers with incentives to weigh the 

external costs and benefits of their decisions, a process called internalization. In some cases, exter- 

nalities are internalized through bargaining and negotiation without government involvement. In 

other cases, private bargains fail and the only alternative may be government action of some kind. 

Five approaches have been taken to solving the problem of externalities: (1) government- 

imposed taxes and subsidies, (2) private bargaining and negotiation, (3) legal rules and proce- 

dures, (4) sale or auctioning of rights to impose externalities, and (5) direct government 

regulation. While each is best suited for a different set of circumstances, all five provide decision 

makers with an incentive to weigh the external effects of their decisions. 

Taxes and Subsidies Traditionally, economists have advocated marginal taxes and subsi- 

dies as a direct way of forcing firms to consider external costs or benefits. When a firm imposes an 

external social cost, the reasoning goes, a per-unit tax should be imposed equal to the damages of 
each successive unit of output produced by the firm—the tax should be exactly equal to marginal 

damage costs. 

Figure 16.3 repeats Figure 16.1(b), but this time the damage costs are paid by the firm in the 

form of a per-unit tax—that is, the tax = MDC. The firm now faces a mar$inal cost curve that is 

the same as the marginal social cost curve (MC, = MSC). Remember that the industry supply 

curve is the sum of the marginal cost curves of the individual firms. This means that as a result of 

the tax, the industry supply curve shifts to the left, driving up price from P, to P,. The efficient 

level of output is q,, where P = MC,. (Recall our general equilibrium analysis from Chapter 12.) 

Because a profit-maximizing firm equates price with marginal cost, the new price to con- 

sumers covers the resource costs of producing the product and the damage costs. The consumer 
decision process is once again efficient at the margin because marginal social benefit as reflected 
in market price is equal to the full social marginal cost of the product. 

An interesting example of the use of taxes to reduce pollution is the tax that London has 
placed on cars driving into the central part of the city. New York’s Mayor Bloomberg considered 
a similar policy. 

Measuring Damages The biggest problem with using taxes and subsidies is that damages 
must be estimated in financial terms. For the detergent plant polluting the nearby river to be 
properly taxed, the government must evaluate the damages done to residents downstream in 
money terms. This evaluation is difficult but not impossible. When legal remedies are pursued, 
judges are forced to make such estimates as they decide on compensation to be paid. Surveys of 

“It may be easier for individuals to ignore the social costs imposed by their actions when those costs fall on large numbers of 
other people whom they do not have to look in the eye or they do not know personally. For the moment, however, we assume 
that Harry takes no account of Jake. 

” As we discuss later in this chapter, damage costs are difficult to measure. It is often assumed that they are proportional to the 
volume of pollutants discharged into the air or water, Instead of taxes, governments often impose effluent charges, which make 
the cost to polluters proportional to the amount of pollution caused. We will use “tax” to refer to both taxes and effluent charges. 
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“willingness to pay,” studies of property values in affected versus nonaffected areas, and some- 

times the market value of recreational activities can provide basic data. 
The monetary value of damages to health and loss of life is, naturally, more difficult to esti- 

mate, and any measurement of such losses is controversial. Even here, policy makers frequently 

make judgments that implicitly set values on life and health. Tens of thousands of deaths and mil- 

lions of serious injuries result from traffic accidents in the United States every year, yet Americans 

are unwilling to give up driving or to reduce the speed limit to 40 miles per hour—the costs of 

either course of action would be too high. If most Americans are willing to increase the risk of 

death in exchange for shorter driving times, the value we place on life has its limits. 

Keep in mind that taxing externality-producing activities may not eliminate damages. Taxes 

on these activities are not designed to eliminate externalities; they are simply meant to force deci- 

sion makers to consider the full costs of their decisions. Even if we assume that a tax correctly 

measures all the damage done, the decision maker may find it advantageous to continue causing 

the damage. The detergent manufacturer may find it most profitable to pay the tax and go on pol- 

luting the river. It can continue to pollute because the revenues from selling its product are suffi- 

cient to cover the cost of resources used and to compensate the damaged parties fully. In such a 

case, producing the product in spite of the pollution is “worth it” to society. It would be ineffi- 

cient for the firm to stop polluting. Only if damage costs were very high would it make sense to 

stop. Thus, you can see the importance of proper measurement of damage costs. 

Reducing Damages to an Efficient Level Taxes also provide firms with an incentive to use 

the most efficient technology for dealing with damage. If a tax reflects true damages and it is 

reduced when damages are reduced, firms may choose to avoid or reduce the tax by using a dif- 

ferent technology that causes less damage. Suppose our soap manufacturer is taxed $10,000 per 

month for polluting the river. If the soap plant can ship its waste to a disposal site elsewhere at a 

cost of $7,000 per month and thereby avoid the tax, it will do so. If a plant belching sulfides into 

the air can install smoke scrubbers that eliminate emissions for an amount less than the tax 

imposed for polluting the air, it will do so. 

The Incentive to Take Care and to Avoid Harm You should understand that all externali- 

ties involve at least two parties and that it is not always clear which party is “causing” the dam- 

age. Take our friends Harry and Jake. Harry enjoys music; Jake enjoys quiet. If Harry plays his 

music, he imposes a cost on Jake. If Jake can force Harry to stop listening to music, he imposes a 

cost on Harry. 

Often, the best solution to an externality problem may not involve stopping the externality- 

generating activity. Suppose Jake and Harry’s dormitory has a third resident, Pete. Pete hates 

silence and loves bluegrass music. The resident adviser on Harry’s floor arranges for Pete and Jake 

to switch rooms. What was once an external cost has been transformed into an external benefit. 

Everyone is better off. Harry and Pete get to listen to music, and Jake gets his silence. 

4 FIGURE 16.3 

Tax Imposed on a Firm 
Equal to Marginal 
Damage Cost 
Ifa per-unit tax exactly equal to 
marginal damage costs is 

imposed on a firm, the firm will 
weigh the tax, and thus the dam- 

age costs, in its decisions. At the 
new equilibrium price, P,, con- 

sumers will be paying an amount 

sufficient to cover full resource 
costs as well as the cost of dam- 

age imposed. The efficient level 

of output for the firm is q,. 
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ECONOMICS IN PRACTICE 

‘Externalities Are All Around Us 
Externalities arise from many sources. The most com- 

mon examples involve smoking factories and the 

automobile. But externalities are everywhere. Here 
are two examples of externalities that you may have 

experienced. 

THE CRYING BABY 

Peter Scott, once employed as a research assistant on 
this book and now a writer in Hollywood, wrote the 

following lines about crying babies on airplanes: 

“The best example of this [an externality] is on air- 

_ planes. For most of my life, a crying baby on an air- 

plane felt like some kind of torture method used to get 

spies to reveal national secrets. There was actually a 

deleted scene in Goldfinger where Goldfinger locks 
James Bond in a room with crying babies. The prob- 
lem was that Bond then shot himself, thus destroying the franchise. So they rewrote the scene 

_ and had Goldfinger try and slice Bond in half with a laser. Bond could easily escape from that 

because lasers are obviously less terrifying than crying babies.”! 

John Tierney wrote about the same externality in the New York Times:* “If you think of a 

screaming child as an environmental disturbance, then giving a child a discount is like offer- 

ing subsidy to a polluter. A child should at least pay full fare, and the fairest policy would be to 

impose a surcharge.” 

CHRISTMAS DECORATIONS 

Abominable Snowmen: The War on Lawn Decorations 

Wall Street Journal ee 

Jim McDilda’s holiday display last year included a 28-foot lighted arth, 50-foot tree, 

50,000 lights, and dozens of animated silhouettes. The spectacle—he needed a crane 

to set it all up—lit up the sky and drew thousands of gawking visitors to his Redding, 
Calif., house. 

But nearby neighbors weren’t so thrilled. Cars, limos, and tour buses clogged the 
cul-de-sac, and trash was strewn across lawns. Christmas music blasting from Mr. 

McDilda’s display kept neighbors awake. They complained to the city, which required 
that Mr. McDilda get a special-events permit and demanded that he remove the nearby 
cargo containers he used to store the display most of the year. After months of sniping 
between Mr. McDilda and the city, he decided to throw in the towel. This year, his 
house is unadorned. 

By Sara Schaefer Munoz December 20, 2007 

I. Peter Scott, There’s a Spouse in the House: A Humorous Journey Through the First Years of Marriage. COPYRIGHT© 
2007 2008 PETER SCOTT. ALL RIGHTS RESERVED. 2. John Tierney, “The Big City: Urban Menace Stalks Streets 
in Diapers,” New York Times, June 24, 2000. 

Sometimes the most efficient solution to an externality problem is for the damaged party to 
avoid the damage. However, if full compensation is paid by the damager, damaged parties may 
have no incentive to do so. Consider a laundry located next to the exhaust fans from the kitchen 
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ofa Chinese restaurant. Suppose damages run to $1,000 per month because the laundry must use 
special air filters in its dryers so that the clothes will not smell of Szechuan spices. The laundry 
looks around and finds a perfectly good alternative location away from the restaurant that rents 

_ for only $500 per month above its current rent. Without any compensation from the Chinese 
restaurant, the laundry will move and the total damage will be the $500 per month extra rent that 
it must pay. But if the restaurant compensates the laundry for damages of $1,000 a month, why 
ie the laundry move? Under these conditions, a move is unlikely even though it would be 
efficient. 

Subsidizing External Benefits Sometimes activities or decisions generate external benefits 
instead of costs, as in the case of Harry and Pete, or in the LoJack example. Real estate investment 

provides another example. Investors who revitalize a downtown area—an old theater district in a 

big city, for example—provide benefits to many people, both in the city and in surrounding areas. 
Activities that provide such external social benefits may be subsidized at the margin to give 

decision makers an incentive to consider them. Just as ignoring social costs can lead to inefficient 
decisions, so too can ignoring social benefits. Government subsidies for housing and other devel- 

opment, either directly through specific expenditure programs or indirectly through tax exemp- 

tions, have been justified on such grounds. 

Bargaining and Negotiation In a notable article written in 1960, economist Ronald 
Coase pointed out that the government does not need to be involved in every case of externality.4 
Coase argued that private bargains and negotiations are likely to lead to an efficient solution in 

many social damage cases, without any government involvement at all. This argument is referred 

to as the Coase theorem. 
For Coase’s solution to work, three conditions must be satisfied. First, the basic rights at issue 

must be clearly understood. Either Harry has the right to play his stereo system or Jake has the 
right to silence. These rights will probably be spelled out in dorm rules. Second, there must be no 

impediments to bargaining. Parties must be willing and able to discuss the issues openly and 

without cost. Third, only a few people can be involved. Serious problems can develop when one 

of the parties to a bargain is a large group of people, such as all the residents of a large town. 

For the sake of our example, let us say that all three of these conditions hold for Harry and 

Jake and that no room swap with someone like Pete is possible. The dorm rules establish basic 

rights in this case by specifying that during certain hours of the day, Harry has the right to play 

his stereo as loudly as he pleases. Returning to Figure 16.2 and our earlier discussion, suppose that 

under the ruleé, Harry is free to choose any number of music-playing hours between 0 and 8. 

Because Harry is under no legal constraint to pay any attention to Jake’s wishes, you might be 

tempted to think that he will ignore Jake and play his stereo for 8 hours. (Recall that up to 8 hours, 

the marginal benefits to Harry exceed the marginal costs that he must pay.) However, Jake is will- 

ing to pay Harry to play his stereo fewer than 8 hours. For the first hour of play, the marginal dam- 

age to Jake is $0.15; so Jake would be willing to pay Harry $0.15 in the first hour to have Harry turn 

off his stereo. The opportunity cost to Harry of playing the first hour is thus $0.15 plus the (con- 

stant) marginal private cost of $0.05, or $0.20. Because the marginal gain to Harry in the first hour 

is $0.50, Harry would not accept the bribe. Likewise, for hours 2 through 5 the marginal benefit to 

Harry exceeds the bribe that Jake would be willing to pay plus the marginal private cost. 

After 5 hours, however, Jake is willing to pay $0.20 per hour to have Harry turn off his stereo. 

This means that the opportunity cost to Harry is $0.25. After 5 hours, the marginal benefit to 

Harry of another hour of listening to his stereo falls below $0.25. Harry will thus accept the bribe 

not to listen to his music in the sixth hour. Similarly, a bribe of $0.25 per hour is sufficient to have 

Harry not play the stereo in the seventh and eighth hours, and Jake would be willing to pay such 

a bribe. Five hours is the efficient amount of playing time. More hours or fewer hours reduce net 

total benefits to Harry and Jake. 

Coase also pointed out that bargaining will bring the contending parties to the right solution 

regardless of where rights are initially assigned. For example, suppose that the dorm rules state 

that Jake has the right to silence. This being the case, Jake can go to the dorm administrators and 

4 See Ronald Coase, “The Problem of Social Cost,” Journal of Law and Economics, 1960. 

Coase theorem Under 

certain conditions, when 

externalities are present, 

private parties can arrive at the 

efficient solution without 

government involvement. 
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injunction A court order 

forbidding the continuation of 

behavior that leads to 

damages. 

liability rules Laws that 

require A to compensate B for 

damages imposed. 

have them enforce the rule. Now when Harry plays the stereo and Jake asks him to turn it off, 

Harry must comply. 

Now the tables are turned. Accepting the dorm rules (as he must), Harry knocks on Jake's 

door. Jake’s damages from the first hour are only $0.15. This means that if he was compensated by 

more than $0.15, he would allow the music to be played. Now the stage is set for bargaining. 

Harry gets $0.45 in net benefit from the first hour of playing the stereo ($0.50 minus private cost 

of $0.05). Thus, he is willing to pay up to $0.45 for the privilege. If there are no impediments to 

bargaining, money will change hands. Harry will pay Jake some amount between $0.15 and 

$0.45; and just as before, the stereo will continue to play. Jake has, in effect, sold his right to have 

silence to Harry. As before, bargaining between the two parties will lead to 5 hours of stereo play- 

ing. At exactly 5 hours, Jake will stop taking compensation and tell Harry to turn the stereo off. 

(Look again at Figure 16.2 to see that this is true.) 

In both cases, the offer of compensation might be made in some form other than cash. Jake 

may offer Harry goodwill, a favor or two, or the use of his Harley-Davidson for an hour. 

Coase’s critics are quick to point out that the conditions required for bargaining to produce 

the efficient result are not always present. The biggest problem with Coase’s system is also a com- 
mon problem. Very often one party to a bargain is a large group of people, and our reasoning may 

be subject to a fallacy of composition. 
Suppose a power company in Pittsburgh is polluting the air. The damaged parties are the 

100,000 people who live near the plant. Let us assume the plant has the right to pollute. The 

Coase theorem predicts that the people who are damaged by the smoke will get together and offer 

a bribe (as Jake offered a bribe to Harry). If the bribe is sufficient to induce the power plant to 

stop polluting or reduce the pollutants with air scrubbers, it will accept the bribe and cut down 

on the pollution. If the bribe is not sufficient, the pollution will continue, but the firm will have 

weighed all the costs (just as Harry did when he continued to play the stereo) and the result will 

be efficient. 
However, not everyone will contribute to the bribe fund. First, each contribution is so small 

relative to the whole that no single contribution makes much of a difference. Making a contri- 

bution may seem unimportant or unnecessary to some. Second, all people get to breathe the 

cleaner air whether they contribute to the bribe or not. Many people will not participate simply 

because they are not compelled to, and the private bargain breaks down—the bribe that the 

group comes up with will be less than the full damages unless everyone participates. (We discuss 

these two problems—the drop-in-the-bucket and the free-rider—later in this chapter.) When the 

number of damaged parties is large, government taxes or regulation may be the only avenue to a 
remedy. 

aN 

Legal Rules and Procedures For bargaining to result in an efficient outcome, the initial 

assignment of rights must be clear to both parties. When rights are established by law, more often 

than not some mechanism to protect those rights is also built into the law. In some cases where a 
nuisance exists, for example, there may be legal remedies. In such cases, the victim can go to court 
and ask for an injunction that forbids the damage-producing behavior from continuing. If the 
dorm rules specifically give Jake the right to silence, Jake’s getting the resident adviser to speak to 
Harry is something like getting an injunction. 

Injunctive remedies are irrelevant when the damage has already been done. Consider acci- 
dents. If your leg has already been broken as the result of an automobile accident, enjoining the 
driver of the other car from drinking and driving will not work—it is too late. In these cases, 
rights must be protected by liability rules, rules that require A to compensate B for damages 
imposed. In theory, such rules are designed to do the same thing that taxing a polluter is designed 
to do: provide decision makers with an incentive to weigh all the consequences, actual and 
potential, of their decisions. Just as taxes do not stop all pollution, liability rules do not stop all 
accidents. 

However, the threat of liability actions does induce people to take more care than they might 
otherwise. Product liability is a good example. If a person is damaged in some way because a 
product is defective, the producing company is, in most cases, held liable for the damages, even if 
the company took reasonable care in producing the product. Producers have a powerful incentive 
to be careful. If consumers know they will be generously compensated for any damages, however, 
they may not have as powerful an incentive to be careful when using the product. 
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Selling or Auctioning Pollution Rights We have already established that not all 
externality-generating activities should be banned. Around the world, the private automobile has 
become the clearest example of an externality-generating activity whose benefits (many believe) 
outweigh its costs. 

Many externalities are imposed when we drive our cars. First, congestion is an externality. 
| Even though the marginal “harm” imposed by any one driver is small, the sum total is a serious 
cost to all who spend hours in traffic jams. Second, most of the air pollution in the United States 
comes from automobiles. The problem is most evident in Los Angeles, where smog loaded with 

harmful emissions (mostly from cars) blankets the city virtually every day. Finally, driving 
increases the likelihood of accidents, raising insurance costs to all. 

While we do not ignore these costs from the standpoint of public policy, we certainly have 
not banned driving. Athens, Greece, however, has instituted an even-odd system in which inner 

city driving is restricted to alternative days depending on a person’s license plate number. (In a 
development that some economists predicted, however, this rule has led some people to buy two 

cars and simply switch off.) In many cases, we have also consciously opted to allow ocean dump- 

ing, river pollution, and air pollution within limits. 

The right to impose environmental externalities is beneficial to the parties causing the dam- 

age. In a sense, the right to dump in a river or to pollute the air or the ocean is a resource. 

Thinking of the privilege to dump in this way suggests an alternative mechanism for controlling 

pollution: selling or auctioning the pollution rights to the highest bidder. The Clean Air Act of 

1990 takes this cap-and-trade approach to controlling the emissions from our nation’s power 

plants. Emissions from each plant are capped; that is, emissions are limited to a specified level. 

The lower the level specified, the more air quality will improve. The plant is issued a permit 

allowing it to emit only at that level. This permit can be used or can be traded to another firm in 

what has developed into a large auction market. For a firm with low costs of abating pollution, it 

is often in the firm’s best interest to cut back below its permit levels and sell its unused permits to 

a firm with higher abatement costs. In this way, the given level of emissions chosen by the govern- 

ment will be achieved at the lowest possible costs as a result of market trades. Environmentalists 

can also buy up permits and leave them unused, resulting in improvements in air quality beyond 

what the government mandated. These cap-and-trade programs are being used around the world 

in an attempt to reduce greenhouse gases responsible for global warming. 

A simple example will help illustrate the potential gains from a cap-and-trade system. 

Table 16.1 shows the situation facing two firms, both of which are polluting. Assume that each 

firm emits 5 units of pollution and the government wants to reduce the total amount of pollution 

from the current level of 10 to 4. To do this, the government caps each firm’s allowed pollution 

level at 2. Thus, each firm must pay to cut its pollution levels by 3 units. The process of reducing 

pollution is sometimes called pollution abatement. The table shows the marginal cost of abate- 

ment for each firm and the total costs. For Firm A, for example, the first unit of pollution reduced 

or abated costs only $5. As the firm tries to abate more pollution, doing so becomes more diffi- 

cult; the marginal costs of reducing pollution rise. If Firm A wants to reduce its pollution levels 

from 5 units to 2, as the government requires, it must spend $21, $5 for the first unit, $7 for the 

second unit, and $9 for the third unit. Firm B finds reducing pollution to be more difficult. If it 

tries to reduce pollution by 3 units, it will have costs of $45. A cap-and-trade policy gives each of 

these firms two permits and allows them to trade permits if they so choose. What will the firms 

want to do? 

TABLE 16.1 

Firm A 

Permit Trading 

Firm A Firm A Firm B Firm B Firm B 

Reduction of pollu- MC of reducing TC of reducing Reduction of pollu- MC of reducing TC of reducing 

tion by Firm A(in pollution for Firm A pollution for Firm A| tion by Firm B(in pollution for Firm B_ pollution for Firm B 

units of pollution) units of pollution) 

l $ 5 Sas 1 $8 
2 7 12 2 14 

3 9 2] 3 23 

4 12 33 4 a) 
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Firm A can reduce its emissions from 2 units to 1 unit by spending $12 more on abatement. 

It would then have a permit to sell to Firm B. How much would Firm B be willing to pay for this 

permit? At the moment, the firm is abating 3 units, and the marginal cost of that third unit is $23. 

This tells us that Firm B would be willing to pay up to $23 to buy a permit to allow it to continue 

polluting up to a level of 3. So there is room for a deal. Indeed, the permit price will be some- 

where between the $12 demanded by Firm A and the $23 that Firm B is willing to spend. Because 

Firm A’s marginal costs of abatement are lower than Firm B’s, we expect Firm A to do more abate- 

ment and sell its extra permit to B. You should be able to see from the numbers that Firm A will 

not sell its last permit to B. To abate another unit, Firm A would have marginal costs of $17. To 

avoid abatement, however, Firm B would pay only $14. There is no room for a deal. Once the 

trade of one permit by A to B has occurred, there are still only 4 units of pollution, but now Firm 

A is emitting 1 unit and Firm B is emitting 3 units. What are the total costs of this pollution 

reduction? When both firms were reducing their emission levels equally, the total costs were $21 

for Firm A and $45 for Firm B, for a total of $66. Now costs are $33 for A and $22 for B, for a total 

of $55. (Of course, A will also be receiving a payment for the permit.) 

Europe took the problem of global warming seriously by implementing the world’s first 

mandatory trading scheme for carbon dioxide emissions in 2005. Carbon dioxide emissions are a 

major source of global warming. The first phase of the plan, which was over at the end of 2007, 

involved around 12,000 factories and other facilities. The participating firms were oil refineries; 

power generation facilities; and glass, steel, ceramics, lime, paper, and chemical factories. These 

12,000 plants represented 45 percent of total European Union (EU) emissions. The EU set an 

absolute cap on carbon dioxide emissions and then allocated allowances to governments. The 

nations in turn distributed the allowances to the separate plants. In the second phase from 2008 

through 2012, a number of large sectors will be added, including agriculture and petrochemicals. 

In both the United States and Europe, the allowances are given out to the selected plants free 

of charge even though the allowances will trade at a high price once they are distributed. Many are 

now questioning whether the government should sell them in the market or collect a fee from the 

firms. As it is, many of the firms that receive the allocations get a huge windfall. During the second 

phase in Europe, the governments are allowed to auction over 10 percent of the allowances issued. 

Another example of selling externality rights comes from Singapore, where the right to buy a 

car is auctioned each year. Despite very high taxes and the need for permits to drive in downtown 

areas, the roads in Singapore have become congested. The government decided to limit the num- 

ber of new cars on the road because the external costs associated with them (congestion and pol- 

lution) were becoming very high. With these limits imposed, the decision Was made to distribute 

car ownership rights to those who place the highest value on them. It seems likely that taxi drivers, 

trucking companies, bus lines, and traveling salespeople will buy the licenses; families who drive 

for convenience instead of taking public transportation will find the licenses too expensive. 

Congestion and pollution are not the only externalities that Singapore takes seriously: In 2005 the 

fine for littering was as high as $1,000; for failing to flush a public toilet, over $100; and for eating 
on a subway, $300. 

Direct Regulation of Externalities Taxes, subsidies, legal rules, and public auctions are 
all methods of indirect regulation designed to induce firms and households to weigh the social 
costs of their actions against their benefits. The actual size of the external cost/benefit depends on 
the reaction of households and firms to the incentives provided by the taxes, subsidies, and rules. 

For obvious reasons, many externalities are too important to be regulated indirectly. 
Dumping cancer-causing chemicals into the ground near a public water supply is simply illegal, 
and those who do it can be prosecuted and sent to jail. 

Direct regulation of externalities takes place at federal, state, and local levels. The 
Environmental Protection Agency (EPA) is a federal agency established by an act of Congress in 
1970. Since the 1960s, Congress has passed a great deal of legislation that sets specific standards for 
permissible discharges into the air and water. Every state has a division or department charged 
with regulating activities that are likely to harm the environment. Most airports in the United 
States have landing patterns and hours that are regulated by local governments to minimize noise. 

Many criminal penalties and sanctions for violating environmental regulations are like the 
taxes imposed on polluters. Not all violations and crimes are stopped, but violators and criminals 
face “costs.” For the outcome to be efficient, the penalties they expect to pay should reflect the 
damage that their actions impose on society. 
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/ECONOMICS IN PRACTICE 
The Debate Over Global Warming 
One of the most hotly debated AT er 
issues involving externalities is the 

potential cost of global warming. 
There is currently no incentive for 

steel producers pumping carbon 
dioxide into the atmosphere to 

consider the fact that they may be 
contributing to widespread dam- 

age to the climate in 40 years. 
While many observers point to 

measuring such costs, others 

stress potentially disastrous 

_ results if we do nothing. 
In testimony before Congress in July 2005 the president of the National Academy of 

_ Sciences addressed the controversial issue of global warming. The following is from that 

_ testimony: 

The Earth is warming. Weather station records and ship-based observations indicate that 

global mean surface air temperature increased about 0.7°F since the early 1970s. Although 
the magnitude of warming varies locally, the warming trend is widespread and is consis- 

tent with an array of other evidence (e.g., melting glaciers and ice caps, sea level rise, 
extended growing seasons, and changes in the geographical distributions of plant and ani- 

mal species). The ocean, which represents the largest reservoir of heat in the climate sys- 

tem, has warmed by about 0.12°F. 

Laboratory measurements...have shown that for hundreds of thousands of years, 

changes in temperatures have closely tracked atmospheric carbon dioxide concentrations. 

Burning fossil fuel for energy, industrial processes, and transportation releases carbon 

dioxide to the atmosphere. Carbon dioxide in the atmosphere is now at its highest level in 

400,000 years and continues to rise. Nearly all climate scientists today believe that much of 

Earth’s current warming has been caused by increases in the amount of greenhouse gases 

in the atmosphere, mostly from the burning of fossil fuels. 

It is important to recognize, however, that while future climate change and its impacts 

are inherently uncertain, they are far from unknown. The combined effects of ice melting 

and sea water expansion from ocean warming will likely cause the global average sea level 

to rise. In colder climates, such warming could bring longer growing seasons and less 

severe winters. Those in coastal communities, many in developing nations, will experience 

increased flooding due to sea-level rise and are likely to experience more severe storms and 

surges. In the Arctic regions, where temperatures have risen more than the global average, 

the landscape and ecosystems are being altered rapidly. 

The Kyoto Protocol is an international treaty on global warming negotiated by the United 

Nations in the 1990s. It came into force after being ratified by Russia in February 2005. A total 

of 141 countries have ratified the agreement, which commits them to reduce their emissions 

of carbon dioxide and five other greenhouse gases or to engage in emissions trading. The 

United States has not ratified the treaty. 

The United Nations turned up the volume considerably in November 2007 when it 

released with great fanfare a report drawing attention to the serious catastrophes that would 

result without immediate joint action by the nations of the world. The report argued the fol- 

lowing: As early as 2020, 75 million to 250 million people in Africa will suffer water shortages. 

- Asia’s large cities will be at great risk from rising ocean waters. According to the report, the 

world is heading toward warmer temperatures at an accelerating pace, with great human suf- 

: fering to be the result. 
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public goods (social or 
collective goods) Goods 
that are nonrival in 
consumption and/or their 

benefits are nonexcludable. 

nonrival in 

consumption A 

characteristic of public goods: 

One person’s enjoyment of the 

benefits of a public good does 

not interfere with another’s 

consumption of it. 

nonexcludable A 

characteristic of most public 

goods: Once a good is 

produced, no one can be 

excluded from enjoying its 

benefits. 

On October 12, 2007, former Vice President Al Gore and the International Panel on 

Climate Change made up of 2,500 researchers from 130 nations, won the Nobel Peace Prize. 

Gore had played a major role in bringing the issue of global climate change to the public with 

a film, An Inconvenient Truth, that had won two Academy Awards, one for best documentary. 

Despite a greater awareness among the citizenry of the issues that global warming brings to 

the table, there remains debate about the size of the effect and the optimal policy response. 

There is no doubt that the issue of global climate change will be on the top of the agenda for 

a long time. 

Source: Ralph J. Cicerone, Ph.D., President, National Academy of Sciences, The National Academies, before the 

Subcommittee on Global Climate Change and Impacts Committee on Commerce, Science, and Transportation. U.S. 

Senate, July 20, 2005. 

Public (Social) Goods 
Another source of market failure lies in public goods, often called social or collective goods. 

Public goods are defined by two closely related characteristics: They are nonrival in consumption, 

and/or their benefits are nonexcludable. As we will see, these goods represent a market failure 

because they have characteristics that make it difficult for the private sector to produce them 

profitably. In an unregulated market economy with no government to see that they are produced, 

public goods would at best be produced in insufficient quantity and at worst not produced at all. 

The Characteristics of Public Goods 

A good is nonrival in consumption when A’s consumption of it does not interfere with 

B’s consumption of it. This means that the benefits of the goods are collective—they accrue to 

everyone. National defense, for instance, benefits us all. The fact that I am protected in no way 

detracts from the fact that you are protected; every citizen is protected just as much as every other 

citizen. If the air is cleaned up, my breathing that air does not interfere with your breathing it, and 

(under ordinary circumstances) that air is not used up as more people breathe it. Private goods, 

in contrast, are rival in consumption. If I eat a hamburger, you cannot eat it too. 

Goods can sometimes generate collective benefits and still be rival jn consumption. This 

happens when crowding occurs. A park or a pool can accommodate many people at the same 

time, generating collective benefits for everyone. However, when too many people crowd in ona 

hot day, they begin to interfere with each other’s enjoyment. 

Most public goods are also nonexcludable. Once the good is produced, people cannot be 

excluded for any reason from enjoying its benefits. Once a national defense system is established, 
it protects everyone. 

Before we go on, it is very important to note that goods are either public or private by virtue 

of their characteristics (nonrival and nonexcludable) and not by virtue of whether they are pro- 

duced by the public sector. If the government decided to make it a law that hamburgers were an 
entitlement (that is, all people could have all the hamburgers they wanted at government 
expense), that decision would not make hamburgers into public goods. It is an example of the 
government's providing a private good free of charge to all. The government’s decision not to 
exercise the power to exclude doesn’t change the nature of a hamburger. 

The real problem with public goods is that private producers may simply not have any incentive 
to produce them or to produce the right amount. For a private profit-making firm to produce a good 
and make a profit, it must be able to withhold that good from those who do not pay. McDonald’s can 
make money selling chicken sandwiches only because customers do not get the chicken sandwich 
unless you pay for it first. If payment were voluntary, McDonald’s would not be in business for long. 

Consider an entrepreneur who decides to offer better police protection to the city of 
Metropolis. Careful (and we assume correct) market research reveals that the citizens of Metropolis 
want high-quality protection and are willing to pay for it. Not everyone is willing to pay the same 
amount. Some can afford more, others less. People also have different preferences and different feel- 
ings about risk. Our entrepreneur hires a sales force and begins to sell his service. Soon he encoun- 
ters a problem. Because his company is private, payment is voluntary. He cannot force anyone to 
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pay. Payment for a hamburger is voluntary too, but a hamburger can be withheld for nonpayment. 
The good that our new firm is selling, however, is by nature a public good. 

As a potential consumer of a public good, you face a dilemma. You want more police protec- 
tion, and let us say that you are even willing to pay $50 a month for it. But nothing is contingent 
on your payment. First, if the good is produced, the crime rate falls and all residents benefit. You 
get that benefit whether or not you pay for it. You get a free ride. That is why this dilemma is 
called the free-rider problem. Second, your payment is very small relative to the amount that 
must be collected to provide the service. Thus, the amount of police protection actually produced 

will not be significantly affected by how much you contribute or whether you contribute at all. 

This is the drop-in-the-bucket problem. Consumers acting in their own self-interest have no 
incentive to contribute voluntarily to the production of public goods. Some will feel a moral 
responsibility or social pressure to contribute, and those people indeed may do so. Nevertheless, 
the economic incentive is missing, and most people do not find room in their budgets for many 

voluntary payments. The public goods problem can also be thought of as a large-number, prison- 

ers’ dilemma game theory problem. (For a full discussion see Chapter 14.) 

Income Distribution as a Public Good? 

In Chapter 18, we add the issues of justice and equity to the matters of economic efficiency that 

we are considering here. There we explain that the government may want to change the distribu- 

tion of income that results from the operation of the unregulated market on the grounds that the 

distribution is not fair. Before addressing that topic, we need to note that some economists have 

argued for redistribution of income on grounds that it generates public benefits. 
For example, let us say that many members of U.S. society want to eliminate hunger in the 

United States. Suppose you are willing to give $200 per year in exchange for the knowledge that 

people are not going to bed hungry. Many private charities in the United States use the money 

they raise to feed the poor. If you want to contribute, you can do so privately, through charity. So 

why do we need government involvement? 

To answer this, we must consider the benefits of eliminating hunger. First, it generates col- 

lective psychological benefits; simply knowing that people are not starving helps us sleep better. 

Second, eliminating hunger may reduce disease, and this has many beneficial effects. People who 

are fit and strong are more likely to stay in school and to get and keep jobs. This reduces welfare 

claims and contributes positively to the economy. If people are less likely to get sick, insurance 

premiums for everyone will go down. Robberies may decline because fewer people are desperate 

for money. This means that all of us are less likely to be victims of crime, now and in the future. 

These are goals that members of society may want to achieve. But just as there is no economic 

incentive to contribute voluntarily to national defense, so there is no economic incentive to con- 

tribute to private causes. If hunger is eliminated, you benefit whether you contributed or not—the 

free-rider problem. At the same time, poverty is a huge problem and your contribution cannot 

possibly have any influence on the amount of national hunger—the drop-in-the-bucket problem. 

The goals of income redistribution may be more like national defense than like a chicken sandwich 

from McDonald’s. If we accept the idea that redistributing income generates a public good, private 

endeavors may fail to do what we want them to do, and government involvement may be called for. 

Public Provision of Public Goods 

All societies, past and present, have had to face the problem of providing public goods. When 

members of society get together to form a government, they do so to provide themselves with 

goods and services that will not be provided if they act separately. Like any other good or service, 

a body of laws (or system of justice) is produced with labor, capital, and other inputs. Law and the 

courts yield social benefits, and they must be set up and administered by some sort of collective, 

cooperative effort. 

Notice that we are talking about public provision, not public production. Once the government 

decides what service it wants to provide, it often contracts with the private sector to produce the 

good. Much of the material for national defense is produced by private defense contractors. 

Highways, government offices, data processing services, and so on, are usually produced by 

private firms. 

free-rider problem A 

problem intrinsic to public 

goods: Because people can 
enjoy the benefits of public 

goods whether or not they pay 

for them, they are usually 

unwilling to pay for them. 

drop-in-the-bucket 

problem A problem 

intrinsic to public goods: The 

good or service is usually so 

costly that its provision 

generally does not depend on 

whether any single person pays. 
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Price per unit ($) 

One of the immediate problems of public provision is that it frequently leads to public dis- 

satisfaction. It is easy to be angry at government. Part, but certainly not all, of the reason for this 

dissatisfaction lies in the nature of the goods that government provides. Firms that produce or sell 

private goods post a price—we can choose to buy any quantity we want, or we can walk away with 

nothing. It makes no sense to get angry at a shoe store because no one can force you to shop there. 

You cannot shop for collectively beneficial public goods. When it comes to national defense, 

the government must choose one and only one kind and quantity of (collective) output to pro- 

duce. Because none of us can choose how much should be spent or on what it should be spent, we 

are all dissatisfied. Even if the government does its job with reasonable efficiency, at any given 

time, about half of us think that we have too much national defense and about half of us think 

that we have too little. 

Optimal Provision of Public Goods 
In the early 1950s, economist Paul Samuelson demonstrated that there exists an optimal, or a 

most efficient, level of output for every public good. The discussion of the Samuelson solution 

that follows leads us straight to the thorny problem of how societies, as opposed to individuals, 

make choices. 

Samuelson’s Theory An efficient economy produces what people want. Private produc- 

ers, whether perfect competitors or monopolists, are constrained by the market demand for their 

products. If they cannot sell their products for more than it costs to produce them, they will be 

out of business. Because private goods permit exclusion, firms can withhold their products until 

households pay. Buying a product at a posted price reveals that it is “worth” at least that amount 

to you and to everyone who buys it. 

Market demand for a private good is the sum of the quantities that each household decides 

to buy (as measured on the horizontal axis) at each price. The diagrams in Figure 16.4 review the 

derivation of a market demand curve. Assume that society consists of two people, A and B. At a 

price of $1, A demands 9 units of the private good and B demands 13. Market demand at a price 

of $1 is 22 units. If price were to rise to $3, A’s quantity demanded would drop to 2 units and B’s 

would drop to 9 units; market demand at a price of $3 is 2 + 9 = 11 units. The point is that the 

price mechanism forces people to reveal what they want, and it forces firms to produce only what 
people are willing to pay for, but it works this way only because exclusion is possible. 

B The market (A+ B) 

Units of output Units of output Units of output 

4 FIGURE 16.4 

With Private Goods, Consumers Decide What Quantity to Buy; Market Demand 
Is the Sum of Those Quantities at Each Price 
At a price of $3, A buys 2 units and B buys 9 for a total of 11. Ata price of $1, A buys 9 units and B buys 13 
for a total of 22. We all buy the quantity of each private good that we want. Market demand is the horizontal 
sum of all individual demand curves. 

PP one ; nt , 3 Paul A. Samuelson, “Diagrammatic Exposition of a Theory of Public Expenditure,” Review of Economics and Statistics, 37, 1955 
350-56. 
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People’s preferences and demands for public goods are conceptually no different from their 
preferences and demands for private goods. You may want fire protection and be willing to pay 
for it in the same way you want to listen to a CD. To demonstrate that an efficient level of produc- 
tion exists, Samuelson assumes that we know people’s preferences. Figure 16.5 shows demand 
curves for buyers A and B. If the public good were available in the private market at a price of $6, 
A would buy X, units. Put another way, A is willing to pay $6 per unit to obtain X, units of the 
public good. B is willing to pay only $3 per unit to obtain X, units of the public good. 

Remember, public goods are nonrival and/or nonexcludable—benefits accrue simultane- 

ously to everyone. One and only one quantity can be produced, and that is the amount that 
everyone gets. When X, units are produced, A gets X, and B gets X,. When X, units are produced, 

A gets X, and B gets X,,. f 

Price per unit ($) 

Price per unit ($) 
Nw & 

Price per unit ($) 

Units of output 

To arrive at market demand for public goods, we do not sum quantities. Instead, we add 

the amounts that individual households are willing to pay for each potential level of output. 

In Figure 16.5, A is willing to pay $6 per unit for X, units and B is willing to pay $3 per unit 

q FIGURE 16.5 

With Public Goods, 

There Is Only One Level 
of Output and 
Consumers Are Willing 
to Pay Different 
Amounts for Each Level 
A is willing to pay $6 per unit for 

X, units of the public good. B is 
willing to pay only $3 for X, 
units. Society—in this case A and 
B—is willing to pay a total of $9 
for X, units of the good. Because 
only one level of output can be 
chosen for a public good, we 
must add A’s contribution to B’s 

to determine market demand. 
This means adding demand 
curves vertically. 
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> FIGURE 16.6 

Optimal Production of a 
Public Good 
Optimal production of a public 
good means producing as long 

as society’s total willingness to 
pay per unit (D,,.,) is greater 

than the marginal cost of pro- 

ducing the good. 

optimal level of 

provision for public 

goods The level at which 

society’s total willingness to 

pay per unit is equal to the 

marginal cost of producing 
the good. 

for X, units. Thus, if society consists only of A and B, society is willing to pay $9 per unit for 

X, units of public good X. For X, units of output, society is willing to pay a total of $4 per unit. 

For private goods, market demand is the horizontal sum of individual demand curves—we 

add the different quantities that households consume (as measured on the horizontal axis). For 

public goods, market demand is the vertical sum of individual demand curves—we add the dif- 

ferent amounts that households are willing to pay to obtain each level of output (as measured on 

the vertical axis). 

Samuelson argued that once we know how much society is willing to pay for a public good, 

we need only compare that amount to the cost of its production. Figure 16.6 reproduces A’s and 

B’s demand curves and the total demand curve for the public good. As long as society (in this 

case, A and B) is willing to pay more than the marginal cost of production, the good should be 

produced. If A is willing to pay $6 per unit of public good and B is willing to pay $3 per unit, Soci- 

ety is willing to pay $9. 

Price per unit ($) 

Units of output 

.) 

Given the MC curve as drawn in Figure 16.6, the efficient level of output is X, units. If at that 

level A is charged a fee of $6 per unit of X produced and B is charged a feé of $3 per unit of X, 
everyone should be happy. Resources are being drawn from the production of other goods and 

services only to the extent that people want the public good and are willing to pay for it. We have 

arrived at the optimal level of provision for public goods. At the optimal level, society’s total 
willingness to pay per unit is equal to the marginal cost of producing the good. 

The Problems of Optimal Provision One major problem exists, however. To produce 
the optimal amount of each public good, the government must know something that it cannot 

possibly know—everyone’s preferences. Because exclusion is impossible, nothing forces house- 
holds to reveal their preferences. Furthermore, if we ask households directly about their willing- 
ness to pay, we run up against the same problem encountered by our protection-services 
salesperson mentioned earlier. If your actual payment depends on your answer, you have an 
incentive to hide your true feelings. Knowing that you cannot be excluded from enjoying the ben- 
efits of the good and that your payment is not likely to have an appreciable influence on the level 
of output finally produced, what incentive do you have to tell the truth—or to contribute? 

How does society decide which public goods to provide? We assume that members of society 
want certain public goods. Private producers in the market cannot make a profit by producing 
these goods, and the government cannot obtain enough information to measure society’s 
demands accurately. No two societies have dealt with this dilemma in the same way. In some coun- 
tries, dictators simply decide for the people. In other countries, representative political bodies 
speak for the people’s preferences. In still other countries, people vote directly. None of these solu- 
tions works perfectly. We will return to the problem of social choice at the end of the chapter. 
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Local Provision of Public Goods: Tiebout Hypothesis 
In 1956, economist Charles Tiebout made this point: To the extent that local governments are 
responsible for providing public goods, an efficient market-choice mechanism may exist. 

Consider a set of towns that are identical except for police protection. Towns that choose to spend 
a great deal of money on police are likely to have a lower crime rate. A lower crime rate will attract 

households who are risk-averse and who are willing to pay higher taxes for a lower risk of being a 
crime victim. Those who are willing to bear greater risk may choose to live in the low-tax/high- 

crime towns. Also, if some town is efficient at crime prevention, it will attract residents—given 

that each town has limited space, property values will be bid up in this town. The higher home 

price in this town is the “price” of the lower crime rate. 
According to the Tiebout hypothesis, an efficient mix of public goods is produced when 

local prices (in the form of taxes or higher housing costs) come to reflect consumer preferences 
just as they do in the market for private goods. What is different in the Tiebout world is that peo- 

ple exercise consumer sovereignty not by “buying” different combinations of goods in a market, 

but by “voting with their feet” (choosing among bundles of public goods and tax rates produced 

by different towns and participating in local government). 

Mixed Goods 

Finally, we should mention the case of mixed goods. Most goods are easy to classify as either 

public or private. A hamburger is a pure private good. It is clearly possible to exclude people 

from consuming a burger: if I eat it, you cannot. That is, a hamburger is both excludable and 
rival in consumption. On the other hand, clean air is a pure public good. Once clean air is pro- 

duced, no one can be excluded from breathing it if he or she did not pay and my breathing it in 

no way interferes with your breathing it. That is, clean air is not excludable and is nonrival in 

consumption. 

Many goods, however, are not easy to classify. Such goods have characteristics that are part 

public and part private, and we call them mixed goods. The classic example of a mixed good is 

elementary and secondary education. 

First of all, note that education, at least a basic level of primary and secondary education, is a 

right or an entitlement in every state in the United States. Thus, we have decided that exclusion 

will not be exercised. But is education “excludable”? The answer is yes. It is possible to exclude a 

student from attending class at a private school if she or her parents do not pay tuition. Certainly, 

at both the college level and the high school level, private schools are numerous and the prime 

benefits of an education belong to the individual student: a higher income in the future, perhaps 

access to a more desirable profession, or maybe something as simple as learning to appreciate lit- 

erature, art, or music. Thus, education is essentially a private good. 

But many argue that education does produce public benefits that are nonexcludable. The 

essential argument is that all members of society benefit when citizens are educated. The Nobel 

laureate Milton Friedman argued that “a stable democratic society is impossible without a mini- 

mum degree of literacy and knowledge on the part of most citizens.” An educated society is likely 

to have a lower crime rate, higher productivity, and thus higher wages. Higher wages to others 

also benefit me because neighborhoods will be more attractive. 

Another way of describing the same idea is that education is a private good that creates a 

positive externality. When mixed goods generate significant positive externalities, we often turn 

to government involvement to help provide the optimal level of production. 

Social Choice 
One view of government, or the public sector, holds that it exists to provide things that “society 

wants.” A society is a collection of individuals, and each has a unique set of preferences. Defining 

what society wants, therefore, becomes a problem of social choice—of somehow adding up, or 

aggregating, individual preferences. 

It is also important to understand that government is made up of individuals—politicians 

and government workers—whose own objectives in part determine what government does. To 

Tiebout hypothesis An 
efficient mix of public goods ts 

produced when local land/ 

housing prices and taxes come 
to reflect consumer preferences 
just as they do in the market 

for private goods. 

mixed goods Goods that 
are part public goods and part 

private goods. Education is a 

key example. 

social choice The problem 

of deciding what society wants. 

The process of adding up 

individual preferences to make 

a choice for society as a whole. 
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impossibility 

theorem A proposition 
demonstrated by Kenneth 

Arrow showing that no system 
of aggregating individual 

preferences into social 

decisions will always yield 

consistent, nonarbitrary 

results. 

>» FIGURE 16.7 

Preferences of Three 
Top University Officials 
VP1 prefers A to Band B to C. 
VP2 prefers Bto Cand CtoA. 
The dean prefers C to A and 
Ato B. 

understand government, we must understand the incentives facing politicians and public ser- 

vants, as well as the difficulties of aggregating the preferences of the members of a society. 

The Voting Paradox 
Democratic societies use ballot procedures to determine aggregate preferences and to make the 

social decisions that follow from them. If all votes could be unanimous, efficient decisions would 

be guaranteed. Unfortunately, unanimity is virtually impossible to achieve when hundreds of 

millions of people, with their own different preferences, are involved. 

The most common social decision-making mechanism is majority rule—but it is not per- 

fect. In 1951, economist Kenneth Arrow proved the impossibility theorem* —that it is impos- 

sible to devise a voting system that respects individual preferences and gives consistent, 

nonarbitrary results. 
One example of a seemingly irrational result emerging from majority-rule voting is the vot- 

ing paradox. Suppose that faced with a decision about the future of the institution, the president 

of a major university opts to let its top three administrators vote on the following options: Should 

the university (A) increase the number of students and hire more faculty, (B) maintain the cur- 

rent size of the faculty and student body, or (C) cut back on faculty and reduce the student body? 

Figure 16.7 represents the preferences of the three administrators diagrammatically. 

The vice president for finance (VP1) wants growth, preferring A to B and B to C. The vice 
president for development (VP2), however, does not want to rock the boat, preferring the main- 

Option A Option B Option C 

Hire more faculty No change Reduce the size of the faculty 

Ranking VP1 VP2 

1 xX xX x xX 

2 xX X xX 

3 Xx Xx xX 
Dean 

tenance of the current size of the institution, option B, to either of the others. If the status quo is 

out of the question, VP2 would prefer option C. The dean believes in change, wanting to shake 
the place up and not caring whether that means an increase or a decrease. The dean prefers C to 
A and A to B. 

Table 16.2 shows the results of the vote. When the three vote on A versus B, they vote in 
favor of A—to increase the size of the university instead of keeping it the same size. VP1 and the 
dean outvote VP2. Voting on B and C produces a victory for option B; two of the three would 
prefer to hold the line than to decrease the size of the institution. After two votes, we have the 
result that A (an increase) is preferred to B (no change) and that B (no change) is preferred to C 
(a decrease). 

TABLE 16.2 Results of Voting on University’s Plans: The Voting 
Paradox 

Votes of: 

Vote VP1 VP2 Dean Result’ 
A versus B A B A A wins: A> B 
B versus C B B G B wins: B > C 
C versus A A G e C wins: C >A 
——_—_———————————————— eee 

“A > B is read “A is preferred to B.” 

© Kenneth Arrow, Social Choice and Individual Values (New York: John Wiley, 1951). 
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The problem arises when we have the three vote on A against C. Both VP2 and the dean vote 
for C, giving it the victory; C is actually preferred to A. Nevertheless, if A beats B and B beats C, 
how can C beat A? The results are inconsistent. 

The voting paradox illustrates several points. Most important is that when preferences for 

public goods differ among individuals, any system for adding up, or aggregating, those prefer- 

ences can lead to inconsistencies. In addition, it illustrates just how much influence the person 

who sets the agenda has. If a vote had been taken on A and C first, the first two votes might never 
have occurred. This is why rules committees in both houses of Congress have enormous power; 

they establish the rules under which as well as the order in which legislation will be considered. 
Another problem with majority-rule voting is that it leads to logrolling. Logrolling occurs 

when representatives trade votes—D helps get a majority in favor of E’s program; in exchange, E 

helps D get a majority on D’s program. It is not clear whether any bill could get through any leg- 

islature without logrolling. It is also not clear whether logrolling is, on balance, a good thing or a 

bad thing from the standpoint of efficiency. On the one hand, a program that benefits one region 

or group of people might generate enormous net social gains, but because the group of beneficia- 

ries is fairly small, it will not command a majority of delegates. If another bill that is likely to gen- 

erate large benefits to another area is also awaiting a vote, a trade of support between the two 

sponsors of the bills should result in the passage of two good pieces of efficient legislation. On the 

other hand, logrolling can also turn out unjustified, inefficient pork barrel legislation. 

A number of other problems also follow from voting as a mechanism for public choice. For 

one, voters do not have much of an incentive to become well informed. When you go out to buy 

a car or, on a smaller scale, an MP3 player, you are the one who suffers the full consequences of a 

bad choice. Similarly, you are the beneficiary of the gains from a good choice. This is not so in 

voting. Although many of us believe that we have a civic responsibility to vote, no one really 

believes that his or her vote will actually determine the outcome of an election. The time and 

effort it takes just to get to the polls are enough to deter many people. Becoming informed 

involves even more costs, and it is not surprising that many people do not do it. 

Beyond the fact that a single vote is not likely to be decisive is the fact that the costs and ben- 

efits of wise and unwise social choices are widely shared. If the congressperson whom you elect 

makes a big mistake and wastes a billion dollars, you bear only a small fraction of that cost. Even 

though the sums involved are large in aggregate, individual voters find little incentive to become 

informed. 

Two additional problems with voting are that choices are almost always limited to bundles of 

publicly provided goods and that we vote infrequently. Many of us vote for Republicans or 

Democrats. We vote for president only every 4 years. We elect senators for 6-year terms. In private 

markets, we can look at each item separately and decide how much of each item we want. We also 

can shop daily. In the public sector, though, we vote for a platform or a party that takes a particu- 

lar position on a whole range of issues. In the public sector it is very difficult, or impossible, for 

voters to unbundle issues. 

There is, of course, a reason why bundling occurs in the sphere of public choice. It is difficult 

enough to convince people to go to the polls once a year. If we voted separately on every appropri- 

ation bill, we would spend our lives at the polls. This is one reason for representative democracy. 

We elect officials who we hope will become informed and represent our interests and preferences. 

Government Inefficiency: Theory of Public Choice 

Recent work in economics has focused not just on the government as an extension of individual 

preferences but also on government officials as people with their own agendas and objectives. 

That is, government officials are assumed to maximize their own utility, not the social good. To 

understand the way government functions, we need to look less at the preferences of individual 

members of society and more at the incentive structures that exist around public officials. 

The officials whom we seem to worry about are the people who run government agencles— 

the Social Security Administration, the Department of Housing and Urban Development, and 

state registries of motor vehicles, for example. What incentive do these people have to produce a 

- good product and to be efficient? Might such incentives be lacking? 

In the private sector, where firms compete for profits, only efficient firms producing goods that 

consumers will buy survive. If a firm is inefficient—if it is producing at a higher-than-necessary 

voting paradox Asimple 
demonstration of how 

majority-rule voting can lead to 

seemingly contradictory and 

inconsistent results. A 

commonly cited illustration of 

the kind of inconsistency 

described in the impossibility 

theorem. 

logrolling Occurs when 
congressional representatives 
trade votes, agreeing to help 
each other get certain pieces of 

legislation passed. 
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cost—the market will drive it out of business. This is not necessarily so in the public sector. If a 

government bureau is producing a necessary service or one that is mandated by law, it does not 

need to worry about customers. No matter how bad the service is at the registry of motor vehi- 

cles, everyone with a car must buy its product. 

The efficiency of a government agency’s internal structure depends on the way incentives 

facing workers and agency heads are structured. If the budget allocation of an agency is based on 

the last period’s spending alone, for example, agency heads have a clear incentive to spend more 

money, however inefficiently. This point is not lost.on government officials, who have experi- 

mented with many ways of rewarding agency heads and employees for cost-saving suggestions. 

However, critics say such efforts to reward productivity and punish inefficiency are rarely 

successful. It is difficult to punish, let alone dismiss, a government employee. Elected officials are 

subject to recall, but it usually takes gross negligence to rouse voters into instituting such a mea- 

sure. Also, elected officials are rarely associated with problems of bureaucratic mismanagement, 

which they decry daily. 

Critics of “the bureaucracy” argue that no set of internal incentives can ever match the disci- 

pline of the market. They point to studies of private versus public garbage collection, airline 

operations, fire protection, mail service, and so on, all of which suggest significantly lower costs 

in the private sector. One theme of the Reagan and first Bush administrations was “privatization.” 

If the private sector can possibly provide a service, it is likely to do so more efficiently—so the 

public sector should allow the private sector to take over. 
One concern regarding wholesale privatization is the potential effect it may have on distrib- 

ution. Late in his administration, President Reagan suggested that the federal government sell its 

entire stock of public housing to the private sector. Would the private sector continue to provide 

housing to poor people? The worry is that it would not because it may not be profitable to do so. 

Like voters, public officials suffer from a lack of incentive to become fully informed and to 

make tough choices. Consider an elected official. If the real objective of an elected official is to get 

reelected, then the real incentive must be to provide visible goods for that official’s constituency 

while hiding the costs or spreading them thin. Self-interest may easily lead to poor decisions and 

public irresponsibility. 

Looking at the public sector from the standpoint of the behavior of public officials and the 

potential for inefficient choices and bureaucratic waste rather than in terms of its potential for 

improving the allocation of resources has become quite popular. This is the viewpoint of what is 

called the public choice field in economics that builds heavily on the work of Nobel laureate James 
Buchanan. yy 

a 

=~ 

Rent-Seeking Revisited 

Another problem with public choice is that special-interest groups can and do spend resources to 

influence the legislative process. As we said before, individual voters have little incentive to 
become well informed and to participate fully in the legislative process. Favor-seeking special- 
interest groups have a great deal of incentive to participate in political decision making. We saw 
in Chapter 13 that a monopolist would be willing to pay to prevent competition from eroding its 
economic profits. Many—if not all—industries lobby for favorable treatment, softer regulation, 
or antitrust exemption. This, as you recall, is rent-seeking. 

Rent-seeking extends far beyond those industries that lobby for government help in preserv- 
ing monopoly powers. Any group that benefits from a government policy has an incentive to use 
its resources to lobby for that policy. Farmers lobby for farm subsidies, oil producers lobby for oil 
import taxes, and the American Association of Retired Persons lobbies against cuts in Social 
Security. 

In the absence of well-informed and active voters, special-interest groups assume an impor- 
tant and perhaps critical role. But there is another side to this story. Some have argued that favor- 
able legislation is, in effect, for sale in the marketplace. Those willing and able to pay the most are 
more successful in accomplishing their goals than those with fewer resources. Theory may sug- 
gest that unregulated markets fail to produce an efficient allocation of resources. This should not 
lead you to the conclusion that government involvement necessarily leads to efficiency. There are 
reasons to believe that government attempts to produce the right goods and services in the right 
quantities efficiently may fail. 
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Government and the Market 
There is no question that government must be involved in both the provision of public goods and 

the control of externalities. No society has ever existed in which citizens did not get together to 

protect themselves from the abuses of an unrestrained market and to provide for themselves cer- 

tain goods and services that the market did not provide. The question is not whether we need 
government involvement. The question is how much and what kind of government involvement 

we should have. 
Critics of government involvement correctly say that the existence of an “optimal” level of 

public-goods production does not guarantee that governments will achieve it. It is easy to show 

that governments will generally fail to achieve the most efficient level. There is no reason to 

believe that governments are capable of achieving the “correct” amount of control over external- 

ities. Markets may fail to produce an efficient allocation of resources, but governments may make 

it worse. Measurement of social damages and benefits is difficult and imprecise. For example, 

estimates of the costs of acid rain range from practically nothing to incalculably high amounts. 

Just as critics of government involvement must concede that the market by itself fails to 

achieve full efficiency, defenders of government involvement must acknowledge government's 

failures. Many on both sides agree that we get closer to an efficient allocation of resources by try- 

ing to control externalities and by doing our best to produce the public goods that people want 

with the imperfect tools we have than we would by leaving everything to the market. 

EXTERNALITIES AND ENVIRONMENTAL 
ECONOMICS p. 319 

1. Often when we engage in transactions or make economic 

goods that we want, or we can walk away without buying 

any. When it comes to public goods such as national defense, 

the government must choose one and only one kind and 

decisions, second or third parties suffer consequences that 

decision makers have no incentive to consider. These are 

called externalities. A classic example of an external cost is 

pollution. | 

. When external costs are not considered in economic deci- 

sions, we may engage in activities or produce products that 

are not “worth it.” When external benefits are not consid- 

ered, we may fail to do things that are indeed “worth it.” The 

result is an inefficient allocation of resources. 

. A number of alternative mechanisms have been used to con- 

trol externalities: (1) government-imposed taxes and subsi- 

dies, (2) private bargaining and negotiation, (3) legal 

remedies such as injunctions and liability rules, (4) sale or 

auctioning of rights to impose externalities, and (5) direct 

regulation. 

PUBLIC (SOCIAL) GOODS ». 332 

4. In an unfettered market, certain goods and services that peo- 

ple want will not be produced in adequate amounts. These 

public goods have characteristics that make it difficult or 

impossible for the private sector to produce them profitably. 

quantity of (collective) output to produce. 

7. Theoretically, there exists an optimal level of provision for 

each public good. At this level, society’s willingness to pay 

per unit equals the marginal cost of producing the good. To 

discover such a level, we would need to know the preferences 

of each individual citizen. 

8. According to the Tiebout hypothesis, an efficient mix of pub- 

lic goods is produced when local land/housing prices and 

taxes come to reflect consumer preferences just as they do in 

the market for private goods. 

SOCIAL CHOICE p. 337 

9. Because we cannot know everyone’s preferences about pub- 

lic goods, we are forced to rely on imperfect social choice 

mechanisms such as majority rule. 

10. The theory that unfettered markets do not achieve an effi- 

cient allocation of resources should not lead us to conclude 

that government involvement necessarily leads to efficiency. 

Governments also fail. 

GOVERNMENT AND THE MARKET p. 341 

11. Defenders of government involvement in the economy 

acknowledge its failures but believe we get closer to an effi- 

cient allocation of resources with government than without 

it. By trying to control externalities and by doing our best to 

provide the public goods that society wants, we do better 

than we would if we left everything to the market. 

5. Public goods are nonrival in consumption (their benefits fall 

collectively on members of society or on groups of mem- 

bers), and/or their benefits are nonexcludable (it is generally 

impossible to exclude people who have not paid from enjoy- 

ing the benefits of public goods). An example of a public 

good is national defense. 

6. One of the problems of public provision is that it leads to 

public dissatisfaction. We can choose any quantity of private 
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logrolling, p. 339 nonrival in consumption, p. 332 

marginal damage cost (MDC), p. 323 

Coase theorem, p. 327 

drop-in-the-bucket problem, p. 333 optimal level of provision for public goods, 

externality, p. 319 marginal private cost (MPC), p. 323 ju ae : r vet nen 

O > 
free-rider problem, p. 333 marginal social cost (MSC), p. 320 er goods (social or collective g 

market failure, p. 319 

mixed goods, p. 337 

nonexcludable, p. 332 

impossibility theorem, p. 338 socal choice 7037 

Tiebout hypothesis, p. 337 

voting paradox, p. 339 

injunction, p. 328 

liability rules, p. 328 

Visit www.myeconlab.com to complete the problems marked in orange online. You will receive finweconlab 

instant feedback on your answers, tutorial help, and access to additional practice problems. z 

1. If government imposes on the firms in a polluting industry b. Problems of social choice: It is impossible to choose collec- 

penalties (taxes) that exceed the actual value of the damages 

done by the pollution, the result is an inefficient and unfair 

imposition of costs on those firms and on the consumers of 

their products. Discuss that statement. Use a graph to show how 

consumers are harmed. 

. It has been proposed that toll collection on the Massachusetts 

Turnpike, a key commuter route into Boston from the west, be 

discontinued. Proponents argue that tolls have long ago paid for 

the cost of building the road; now they just provide cash for a 

fat bureaucracy. A number of economists are opposing the 

repeal of tolls on the grounds that they serve to internalize 

externalities. Explain their argument briefly. 

. Many people are concerned with the problem of urban sprawl. 

As the development of new housing tracts and suburban shop- 

ping malls continues over time, metropolitan areas have become 

more congested and polluted. Open space disappears, and the 

quality of life changes. Think of your own metropolitan area, 

city, or town. Using the concept of externalities, consider the 

issue of land use and development. What are the specific deci- 

sions made in the development process that lead to externali- 

ties? On whom are the externalities imposed? Do you think that 

they are measurable? In what specific ways can decision makers 

be given the incentive to consider them? One of the cities that 

has paid the most attention to urban sprawl is Portland, 

Oregon. Search the Web to see what you can find out about 

Portland’s approach. 

. The existence of “public goods” is an example of potential mar- 

ket failure and suggests that a government or public sector can 

improve the outcome of completely free markets. Write a brief 

summary of the arguments for government provision of public 

goods. (Make sure you consider the discussion of a prisoners’ 

dilemma in the last chapter.) The following three arguments 

suggest that government may not improve the outcome as much 
as we might anticipate. 

a. Public goods theory: Because public goods are collective, the 

government is constrained to pick a single level of output for 

all of us. National defense is an example. The government 

must pick one level of defense expenditure. Some will think 

it is too much, some will think it is too little, and no one is 
happy. 

tively in a rational way that satisfies voters/consumers of 

public goods. 

c. Public choice and public officials: Once elected or appointed, 

public officials tend to act in accordance with their own 

preferences and not out of concern for the public. 

Which of the three arguments do you find to be most persuasive? 

It has been argued that the following are examples of “mixed 

goods.” They are essentially private but partly public. For each 

example, describe the private and public components and dis- 

cuss briefly why the government should or should not be 

involved in their provision. 

a. Elementary and secondary education 

b. Higher education 

c. Medical care 

d. Air traffic control B 

. A paper factory dumps polluting chemicals into the Snake River. 

Thousands of citizens live along the river, and they bring suit, 

claiming damages. You are asked by the judge to testify at the 

trial as an impartial expert. The court is considering four possi- 

ble solutions, and you are asked to comment on the potential 

efficiency and equity of each. Your testimony should be brief. 

a. Deny the merits of the case and affirm the polluter’s right to 

dump. The parties will achieve the optimal solution without 

government. 

b. Find in favor of the plaintiff. The polluters will be held liable 

for damages and must fully compensate citizens for all past 

and future damages imposed. 

c. Order an immediate end to the dumping, with no damages 

awarded. 

d. Refer the matter to the Environmental Protection Agency, 

which will impose a tax on the factory equal to the marginal 

damage costs. Proceeds will not be paid to the damaged 
parties. 

[Related to the Economics in Practice on p. 326] The 

Economics in Practice suggests that children impose negative 
externalities. What does that imply about discounts for chil- 
dren’s meals at restaurants and discount tickets for children at 
museums? Provide three examples of activities that may, in fact, 
generate positive externalities. 



Explain why you agree or disagree with each of the following 
statements: 

a> The government should be involved in providing housing 

for the poor because housing is a “public good.” 

b. From the standpoint of economic efficiency, an unregulated 

market economy tends to overproduce public goods. 

Society is made up of two individuals, A and B, whose demands 

for public good X are given in Figure 1. Assuming that the pub- 

lic good can be produced at a constant marginal cost of $6, 

what is the optimal level of output? How much would you 
charge A and B? 

A’s Demand 

eS 
v c 

b= tye 
i 

a0 

Ds 

0 100 

A —— Q* = 100-202 

B’s Demand 

10 

es 

Dg 

0 100 

B Qx =100-10R 

4 FIGURE 1 
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10. Government involvement in general scientific research has been 

justified on the grounds that advances in knowledge are public 

goods—once produced, information can be shared at virtually 

no cost. A new production technology in an industry could be 

made available to all firms, reducing costs of production, dri- 

ving down price, and benefiting the public. The patent system, 

however, allows private producers of “new knowledge” to 

exclude others from enjoying the benefits of that knowledge. 

Inventors would have little incentive to produce new knowledge 

if there was no possibility of profiting from their inventions. If 

one company holds exclusive rights to an advanced production 

process, it produces at lower cost but can use the exclusion to 

acquire monopoly power and hold price up. 

a. On balance, is the patent system a good or bad thing? 

Explain. 

b. Is government involvement in scientific research a good 

idea? Discuss. 

GER The Coase theorem implies that we never need to worry about 

12: 

regulating externalities because the private individuals involved 

will reach the efficient outcome through negotiations. Is that 

statement true or false? Justify your answer and use examples. 

In recent years, events in Eastern Europe have been dramatic. 

Those events demonstrate that the best economic system is one 

in which all economic decisions are made by individual house- 

holds and firms without any government involvement. 

Comment briefly. 

[Related to the Economics in Practice on p. 331] The discus- 

sion between those on both sides of the issue of what to do 

about climate change is becoming louder. Peter Orszag was 

director of the Congressional Budget Office in 2008, and he 

wrote several pieces about global warming as it was perceived in 

2007. Search the Internet to find his testimony before the House 

Budget Committee on November 1, 2007. 

Write a brief essay on the positions of those on both sides of 

the issue. Summarize the options that Orszag thinks we should 

consider. Should we take drastic action to stem the tide of global 

climate change? Why or why not? 



bs . 2 - a : wis Ma 
Ne — F : ~iPnl eri Tess A re ib hae Me sake i ms 3 ies 

ee a, eer Bad ANG Any a 
} - ee iwndvigWPse ETA t istengs 

5 : ha Att ¥ shoyry. Vc, har Ss resi ne Wied ¢ ralier 

jess rere 1" Ci pAbe AIBIs Pe yg ate te 
; rier rity ul aovig sue AER cn 5 icing 9 

r fra ih Drs ayy pate Bho: yi be 

a“ Wy c 
iS : vy ayo) ti myo acy a inal 

; a i il “¥ 1 Pi wane 

Lz) FM ' 

A 

eb 7 ee 
= % ee , . . 

PP ol ‘ 

Ay: } = 

Pe 2 « Tick DA Sh, 

a ~ = > 
. 7 on 

= wot iy ME «SR 
aa tes — 4 

oS 7 ; ey 
, A ts a ¢ - 

# 5 Fi meicdti-w abe 4 : ar «oy 

oo = i . = ze 
= 

a * s a aa) 
i ia = 

~~ f 
— 

5 F Fé 

oe a Gad 2 

: ,. = 
— s q By iba 

VA z 
7 < — 

; j 
7 D 2 
; E 

i ‘ 

: - 

es 
—_ > . 

al ss 

ss ~— a ’ 

r 

' ~ 

' 

a 

el a 
=— 

¥ 

oa ; rc 

-. . i : ; tp tyh Fas iy, Sat ehea 

1 intr y 7 5 ake 2 



Uncertainty and 
Asymmetric 
Information 

In previous chapters, we assumed 

that consumers and firms made 

choices based on perfect informa- 

tion. When consumers choose 

between two products, we assume 

that they know the qualities of 

those products, and as a result their 

choices reveal their true prefer- 

ences. Similarly, when firms choose 

how many workers to hire or how 

much capital to use, we assume that 

they know the productivity of 

those workers or that capital. Of 

course, in many settings, perfect 

information seems to be a reason- 

able assumption to make. Every day 

you may choose whether to have 

cereal or eggs for breakfast. Every 

evening you may decide what to 

have for dinner and whether to go 

to the movies. or stay home and 

study. Even for these choices, a little 

uncertainty can creep in; perhaps a 

new cereal is on the market or a new movie has been released. But assuming that these choices are 

made with perfect information does not seem too far a stretch. 

In some markets, however, consumers and firms clearly make decisions without perfect 

information. When you decide to insure your car against theft, you don’t know whether the car 

will be stolen. When you decide to buy a used car, it is not easy to figure out how good that car 

really is. If you are choosing between a sales job that pays a flat salary and one that pays a commis- 

sion for every sale you make, you have to predict how good your sales skills will be to determine 

which is the better offer. In many markets, including some very important markets, consumers as 

well as firms make decisions while having only some of the information they need. In this chap- 

ter, we will explore the economics of these markets. 

Decision Making Under Uncertainty: 

The Tools 
In Chapter 6, we laid out the fundamental principles of consumer choice assuming perfect infor- 

mation. To adapt this model to cases in which there is uncertainty, we need to develop a few 

more tools. 
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payoff The amount that 

comes from a possible 

outcome or result. 

expected value Thesum 
of the payoffs associated with 

each possible outcome of a 

situation weighted by its 

probability of occurring. 

fair game or fair bet 

A game whose expected value 

is zero. 

diminishing marginal 

utility The more of any one 

good consumed in a given 

period, the less incremental 

satisfaction is generated by 
consuming a marginal or 

incremental unit of the same 

good. 

Expected Value 

Suppose I offer you the following deal: You flip a coin 100 times. Every time the coin is a head, you pay 

me $1. Whenever the coin lands on tails, I pay you a dollar. We call the amount that one player—in this 

case, me—receives in each of the situations the payoff. Here my payoff is +$1 for heads and -$1 for 

tails. In the case of a coin toss, the probability of heads is 4, as is the probability of tails. This tells us that 

the financial value of this deal to me, or its expected value, is $0. Half the time I win a dollar, and half 

the time I lose a dollar. Formally, we define the expected value of an uncertain situation or deal as the 

sum of the payoffs associated with each possible outcome multiplied by the probability that outcome 

will occur. Again, in the case of a coin toss with the payoffs described, the expected value (EV) is 

EV = 1/2 ($1) + 1/2 (-$1) =0 

The coin toss is an easy example, in part because there are only two outcomes. But the defin- 

ition of expected value holds for any deal in which I can describe both the payoffs and the proba- 

bilities of all possible outcomes. If I play a game in which I receive $1 every time I roll a die and 

end up with an even number and I pay $1 every time the die comes up odd, this deal also has an 

expected value of $0. Half the time (3 of 6 possible outcomes) I recieve $1, and half the time (3 of 

6 possible outcomes) I pay $1. 
The two games just described are known as fair games or fair bets. A fair game has an 

expected value of $0. The expected financial gains from playing a fair game are equal to the finan- 

cial costs of that game. In the two fair games we described, the stakes are quite low. Suppose 

instead of $1 payoffs, we made the payoffs $1,000 for heads and —$1,000 for tails. As you can see, 

the expected value of that deal is $0 just as it was in the $1 game. But we have learned in watching 

people’s behavior that while some people might be willing to play a fair game with $1 payoffs, 

very few people will play $1,000-payoff fair games. What is it about people that makes them 

change their minds about taking a fair bet when the stakes get high? We will explore this question 

next using some of the tools already covered in Chapter 6. 

Expected Utility 
Recall from Chapter 6 that consumers make choices to maximize utility. The idea of maximizing util- 

ity will also help us understand the way in which those consumers make choices in risky situations. 

Chapter 6 introduced you to the idea of diminishing marginal utillty—the more of any 

one good consumed in a period, the less incremental satisfaction (utility) will be generated by 

each additional (marginal) unit of that good. Review Figure 6.4 on p. 120 and notice the form the 

utility curve takes when we have diminishing marginal utility for a good. The curve flattens as we 

increase units of the good consumed. Now think about what happens to your utility level when 

we increase not the number of units of a particular good, but your overall income. Figure 17.1 

graphs the total utility of a typical consumer, Jacob, as a function of his income. On the Y-axis, we 

have assigned units of total utility, while on the X-axis we have annual income. The shape of the 
utility curve tells us that the consumer has diminishing marginal utility from income. The first 
$20,000 of income is very important to this consumer, moving him from a total utility level of 0 
to 10; this first $20,000 might allow him to buy food and shelter, for example. Moving from 
$20,000 to $40,000 brings an increase in well-being from 10 to 15. Notice that the second $20,000 
adds 5 to the total utility level, while the first $20,000 adds 10. And the pattern continues as we 
add $20,000 increments to income. Each dollar increases total utility, but at a decreasing rate. The 
result is a curve as shown in Figure 17.1 that flattens as we move from left to right, with smaller 
gains in total utility from equal gains in income. 

You should see that the assumption of diminishing marginal utility of income reflects the dimin- 
ishing marginal utility of goods that we talked about in Chapter 6. Income counts for less the more we 
have because the value of what we can buy with that money on the margin falls as we buy more. 

As you think about Figure 17.1, remember that we are describing the relationship between 
utility and income for a given individual. The figure does not tell us that rich people get less util- 
ity from an incremental dollar than do poor people. Indeed, it might be argued that one reason 
some rich people work so hard to make money is that they get a great deal of utility from 
increases in income relative to the average person. But rich or poor, Figure 17.1 tells us that as 
your income increases, the marginal utility of another dollar falls. 
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Income 

Utility 

0 $20,000 $40,000 $60,000 $80,000 

Income 

How does Figure 17.1 help us explain people’s unwillingness to play fair games with larger 

stakes? Suppose Jacob, the individual whose preferences are shown in Figure 17.1, is currently 

earning $40,000. We see that $40,000 corresponds to a total utility level of 15. Now a firm offers 

Jacob a different type of salary structure. Rather than earning $40,000 for sure, at the end of the 

year, a manager will toss a coin. If it is heads, Jacob will earn $60,000; but if the coin turns up tails, 

his earnings will fall to $20,000. This is a high stakes game of the sort described earlier. Notice 

that the expected value of the two salaries is the same. With one, Jacob earns $40,000 with cer- 

tainty. With the second, he earns $20,000 half the time and $60,000 half the time, for an expected 

value of 

EV = 1/2($20,000) + 1/2 (60,000) = $40,000 

From an expected value perspective, the two salary offers are identical. So if we simply 

looked at the expected values, we might expect Jacob to be indifferent between the two wage 

offers. But if you put yourself in Jacob’s shoes, probably you would not find the coin-tossing 

salary to be as attractive as the fixed $40,000 wage. If we think back to the model introduced in 

Chapter 6, we can see why. Consumers make choices not to maximize income per se but to max- 

imize their utility levels. Figure 17.1 tells us that while utility increases with income, the relation- 

ship is not linear. So to decide what Jacob will do, we need to look at his utility under the two 

contracts. | 
What can we say about Jacob’s utility under the two salary contracts* With a fixed $40,000 

salary, total utility is at a level of 15, as we saw earlier. If his income falls to $20,000, that utility 

level falls from 15 to 10, a substantial drop. With a possible earnings level of $60,000, the total 

utility level goes up; but notice that it only increases from 15 to only 18. The drop in income 

causes a bigger loss in utility than comes from a gain in income. Of course, this results from the 

diminishing marginal utility of income. In fact, we can define expected utility as the sum of the 

utilities coming from all possible outcomes of a deal, weighted by the probability of each occur- 

ring. You can see that the expected utility is like the expected value, but the payoffs are in utility 

terms rather than in dollars. In the coin-toss salary offer, if you look again at Figure 17.1, the 

expected utility (EU) is 

EU = 1/2 U($20,000) + 1/2 U(60,000), which reduces to 

EU = 1/2 (10) + 1/2 (18) = 14 

Since Jacob’s utility from a fixed salary of $40,000 is 15, he will not take the coin-toss salary 

alternative. 
Of course, in practic 

many wage contracts contain so 

wages were uncertain in ways 

expected value maximization an 

e, workers are not paid wages based on the toss of a coin. Nevertheless, 

me uncertainty. Many of you have probably had jobs where your 

you could not control. Understanding the difference between 

d expected utility maximization helps us understand these and 

choices to maximize their expected utility. Looking 
In uncertain situations, consumers make 

le may take small fair bets but will avoid fair games 
at Figure 17.1, you should now see why peop 

4 FIGURE 17.1 The 
Relationship Between 
Utility and Income 
The figure shows the way in 
which utility increases with 
income for a hypothetical per- 
son, Jacob. Notice that utility 
increases with income but at a 
decreasing rate: the curve gets 

flatter as income increases. This 
curve shows diminishing mar- 
ginal utility of income. 

expected utility Thesum 
of the utilities coming from all 

possible outcomes of a deal, 

weighted by the probability of 

each occurring. 
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risk-averse Referstoa 

person’s preference of a certain 

payoff over an uncertain one 

with the same expected value. 

risk-neutral Referstoa 

person’s willingness to take a 

bet with an expected value 

of zero. 

risk-loving Referstoa 
person’s preference for an 

uncertain deal over a certain 

deal with an equal expected 
value. 

risk premium The 

maximum price a risk-averse 

person will pay to avoid taking 

a risk. 

with high stakes. For small games, people are making choices within a very small region of the 

utility curve. The utility of gaining one more dollar or losing it is almost identical. When we com- 

pare outcomes at very different points on the utility curve, the differences in marginal utility 

become more pronounced. This makes large fair bets quite unattractive. 

Attitudes Toward Risk 

We have now seen that diminishing marginal utility of income means that the typical individual 

will not play a large stakes fair game. Individuals, like Jacob, who prefer a certain payoff to an 

uncertain payoff with an equal expected value are called risk-averse. Risk aversion thus comes 

from the assumption of diminishing marginal utility of income and can be seen in the shape of 

the utility curve. You are unwilling to take a risk because the costs of losing in terms of your well- 

being or utility exceed the gains of possibly winning. People who are willing to take a fair bet, one 

that has an expected value of zero, are known as risk-neutral. For these individuals, the marginal 

utility of income is constant so that the relationship between total utility and income in a graph 

like Figure 17.1, for example, would be a straight, upward-sloping line. Again, we have seen that 

some people will be risk-neutral when the stakes are low. Finally, some people, in some circum- 

stances, may actually prefer uncertain games to certain outcomes. Individuals who pay to play a 

game with an expected value of zero or less are known as risk-loving. Since most people are risk- 

averse in most situations, we will concentrate on this case. 
The fact that people are, in general, risk-averse is seen in many markets. Most people who 

own houses buy fire insurance even when not required to do so. In general, a fire insurance 

policy costs a homeowner more than it is worth in terms of expected value; this is how insur- 

ance companies make money. People pay for this insurance because they are risk-averse: The 

possible loss of their home is very important relative to the value of the premiums they have to 

pay to protect it. When people invest in a risky business, there has to be some chance that they 

will “make it big” to induce them to put up their money. The riskier the business in the sense 

that it may fail, the bigger the upside potential needs to be. This too is an indication of risk 
aversion. 

The presence of risk and uncertainty do not by themselves pose a problem for the workings 

of the market. The risk that your house might burn down does not prevent you from buying a 

house; it simply encourages you, if you are risk-averse, to buy insurance. In fact, many markets 

are designed to allow people to trade risk. Individuals who are risk-averse seek out other individ- 
uals (or more commonly firms) who are willing to take on those risks for a price. 

The risk premium is the maximum price a risk-averse person will pay ta avoid taking a risk. 

Figure 17.2 gives us another look at the same individual, Jacob, we examined in Figure 17.1. 

Suppose Jacob is currently earning $40,000 but faces a 50 percent chance of suffering an unpre- 

ventable disability that will reduce his income level to $0. Thus, the expected value of Jacob’s 
income is 

EV = .5($40,000) + .5($0) = $20,000 

Suppose further that there are many individuals just like Jacob. On average, in any year, half 
would become disabled and half would not. If an insurance company offered policies to all of 
them, offering to replace their $40,000 salaries should they become disabled, on average, this 
policy would cost the company $20,000 per person. In other words, the expected value tells us 
what, on average, it would cost a firm that pooled large numbers of identical people to offer 
them insurance against an income loss of this size. If the individuals are willing to pay the 
insurance company more than this expected value, there is a potential deal to be made. In fact, 
looking at Figure 17.2 shows us that the deal offered by the insurance company to cover earn- 
ings losses in the case of a disability is worth more than $20,000 to a risk-averse individual like 
Jacob. Uninsured, Jacob faces a 50 percent chance of earning $0 and a 50 percent chance of 
earning $40,000. Looking at the graph, we see that the expected utility of Jacob in his uninsured 
state is 

EU = .5 U ($0) + .5 U($40,000) 

EU'=.9(0)+.5(15) = 7.5 
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Total utility 

Income 

But a utility level of 7.5 corresponds, as we look at Figure 17.2, to a certain income level of x, 

which is below the $20,000 level. In other words, Jacob would be indifferent between a certain 

income of $x and remaining uninsured. But notice that $x is less than $20,000, which tells us that 

Jacob is willing to pay more than $20,000 to avoid this disability risk. So there is room for a deal 
between the insurance company and risk-averse individuals. Because insurance companies can 

pool risks across many different people, they will be risk-neutral, willing to take on the risks of 

individuals for a price. In this example, the distance between $20,000, the expected value of the 

risk, and $x tells us the risk premium. 
You may now be wondering how economists explain gambling. Every day people throughout 

the United States buy lottery tickets even though they know that lotteries are not a fair bet. The 

Powerball lottery in Connecticut is one example. The winning number is generated by choosing 

5 numbers out of a pool of 49, then choosing another number from a pool of 42. The probability 

of getting all 6 numbers correct and winning the lottery’s top prize is 1 in 80 million. The top 

prize in the lottery varies but is typically in the $10 million to $150 million range. The prize is tax- 

able, and winning the top prize would push a winner into the top tax bracket with a tax rate of 

almost 40 percent. When the prize level is very high, many people play the lottery and there is a 

risk of multiple winners, with prize sharing. Thus, in almost all cases, the expected value of the 

typical lottery is highly negative. Playing the slots at a casino also has a negative expected value, as 

do all professional games of chance. If this were not true, casinos would go out of business. 

Nevertheless, individuals buy lottery tickets and gamble in a range of forms. One explanation for 

this risk-taking behavior may, of course, be that some people find gambling fun and gamble not 

just in the hopes of winning but for the experience. For other people, gambling may be an addic- 

tion. Trying to understand more fully why people gamble while they seem to be risk-averse in 

most other ways remains an interesting research area in economics. 

Asymmetric Information 
In the discussion so far, we have described the way people behave in situations in which everyone 

involved in the deal is equally uncertain. Again, the coin toss is a classic case. When you offer me 

a coin toss game, neither you nor | know how the coin will fall. It is an unknowable game of 

chance. Under these situations, we have seen how to use the idea of expected utility to understand 

choices and we have seen how markets arise to enable risk trading. In other situations, though, 

the playing field may be less even, with one party to the transaction having more information rel- 

evant to the transaction than the other party. Economists refer to these circumstances as ones of 

asymmetric information. Asymmetric information creates possibilities of market failure by 

making it harder for individuals to make deals that would otherwise be attractive. 

We are surrounded by situations with asymmetric information. A homeowner has better 

information than does his or her insurance company about how careful his or her family is, 

how often family members use candles, and whether anyone smokes. All of these factors are 

4 FIGURE 17.2 

Risk Aversion and 
Insurance Markets 
With a 50 percent chance of 
earning $40,000 and a 50 per- 
cent chance of becoming dis- 

abled and earning $0, Jacob has 
an EV of income of $20,000. But 

his expected utility is halfway 
between the utility of $40,000 

(15) and the utility of 0 (0), or 

7.5. $X is the amount of certain 
earnings Jacob would accept to 

avoid a 50 percent chance of 
earning $0. 

asymmetric 
information One ofthe 

parties to a transaction has 

information relevant to the 

transaction that the other 

party does not have. 
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adverse selection A 

situation in which asymmetric 

information results in high- 

quality goods or high-quality 

consumers being squeezed out 

of transactions because they 

cannot demonstrate their 

quality. 

important to an insurance company trying to set an insurance price. When you applied to col- 

lege, you likely knew more about your work ethic than did the colleges to which you applied. 

In this section, we will explore several classic types of asymmetric situations. We will look at 

the nature of the market failure that arises when we have asymmetric information, and we will 

consider some of the mechanisms that individuals and markets use to deal with these problems. 

Adverse Selection 

A common saying in the car market is that once you drive a new car off the lot, it loses a sub- 

stantial part of its original value. Why might this be true? Physical depreciation is likely small 

after only a few miles, for example. The answer can be found in the theory of adverse 

selection, a theory whose development was cited by the Nobel Committee in its award to George 

Akerlof in 2001. Adverse selection is a category of asymmetric information problems. In 

adverse selection, the quality of what is being offered in a transaction matters and is not easily 

demonstrated. For example, consumers might be willing to pay for high-quality used cars. But it 

is hard to tell which cars are good and which cars are not, and sellers will not, in general, have an 

incentive to be completely truthful. Insurance companies might be willing to offer inexpensive 

health insurance to people who take good care of themselves. But it is not easy to figure out who 

those people are, and insurance buyers are not likely to want to tell the company about their bad 

habits. As we will see, under these conditions, high-quality products and high-quality con- 

sumers are often squeezed out of markets, giving rise to the term adverse selection. We will 
explore adverse selection in the used car market, the setting Akerlof first wrote about, and then 

turn to insurance markets. 

Adverse Selection and Lemons Suppose you were in the market for a slightly used car 
of a particular make, perhaps from 2005. Having read a number of automotive magazines, you 

learned that half of these cars are lemons (bad cars) and half are peaches (good cars). Given your 

own tastes, a peach of this model year is worth $12,000 to you while a lemon is worth only $3,000. 

What would you pay if you were unable to tell a peach from a lemon? 

One possible solution to this problem might involve thinking back to the lesson on expected 

value. The data we described suggest that the expected value of this type of used car is $7,500, 

which we calculate as 4($12,000) + 4($3,000). From expected utility theory you might conclude 

that you would pay somewhat less than this—let’s say $7,000. : 

The problem with this calculation, however, is that you have forgotten tltat you will be trying 

to buy this car from a rational, utility-maximizing car seller. Under these circumstances, it will 

not be equally likely that the car offered will be a peach or a lemon. Let us see how a potential 
seller of a used car sees the situation. 

Suppose you offer current owners of a random 2005 car the $7,000 that we calculated. Which 
owners will want to sell? Owners of cars likely know whether they have peaches or lemons. After 
all, they have been driving these cars for a while. The game we are playing here is very different 
from the coin toss. Owners of the peaches will not, on average, find your offer attractive because 
their cars are worth $12,000 and you are offering only $7,000. Owners of lemons, on the other 
hand, will leap at the chance of unloading their cars at that price. In fact, with an offer of only 
$7,000, only lemon owners will offer their cars for sale. Over time, buyers come to understand 
that the probability of getting a lemon on the used market is greater than the probability of get- 
ting a peach and the price of the used cars will fall. In fact, in this situation, since you know with 
certainty that only lemons will be offered for sale, the most you will offer for the 2005 car is 
$3,000, the value to you of a lemon. In the end, Akerlof suggests, only lemons will be left in the 
market. Indeed, Akerlof called his paper “The Market for Lemons.” 

The used car example highlights the market failure associated with adverse selection. 
Because one party to the transaction—the seller here—has better information than the other 
party and because people behave opportunistically, owners of high-quality cars will have 



CHAPTER 17 Uncertainty and Asymmetric Information 351 

_ difficulty selling them. Buyers who are interested in peaches will find it hard to buy one because 
they cannot tell a lemon from a peach and thus are not willing to offer a high enough price to 
make the transaction. Thus, while there are buyers who value a peachy car more than it is valued 
by its current seller, no transaction will occur. The market, which is normally so good at moving 

goods from consumers who place a lower value on a good to consumers with higher values, does 
not work properly. 

You should now see why the simple act of driving a car off the lot reduces its price dramati- 

cally: Potential buyers assume you are selling the car because you must have bought a lemon, and 
it is hard for you to prove otherwise. 

Adverse Selection and Insurance Adverse selection is a problem in a number of mar- 

kets. Consider the very important market for insurance. We have already seen that risk aversion 

causes people to want to buy health insurance. But individuals often know more about their own 

health than anyone else, even with required medical exams. For a given premium level, those who 

know themselves to be most in need of medical care will be most attracted to the insurance. As 

unhealthy people swell the ranks of the insured, premiums will rise. The higher the rates, the less 

attractive healthy people will find such insurance. Similar problems are likely in markets for 

insurance on auto theft and fire. As with used cars, it will be difficult for insurance companies to 

transact business with lower-risk (high-quality) individuals. 

Reducing Adverse Selection Problems In practice, there are a number of ways in 
which individuals and markets try to respond to adverse selection problems. Mechanics offer 

would-be used car buyers an inspection service that levels the information playing field a bit. Of 

course, these inspection services have a price. Buyers can also look for other clues to quality. Some 

buyers have come to recognize that the best used cars to buy are from individuals who have to 

relocate to another state. Many students buy used cars from graduating seniors for example. 

People who need to relocate, like graduating seniors, often want to sell their cars even if they are 

peaches, and they may be willing to do so at prices that do not quite reflect what they know to be 

the high quality of the car they are selling. If a car is being sold by a dealer, he or she can offer a 

warranty that covers repairs for the first few years. The fact that a dealer is willing to offer a war- 

ranty tells the potential buyer that the car is not likely to be a lemon. Dealers also develop reputa- 

tions for selling peaches or lemons. The government also plays a role in trying to reduce adverse 

selection problems in the used car market. All states have lemon laws that allow buyers to return 

a used car for a full refund within a few days of purchase on the grounds that some major prob- 

lems can be detected after modest driving. 

Insurance markets also employ strategies to reduce the problem of adverse selection. 

Companies require medical exams, for example, and often impose restrictions on their willing- 

ness to pay for treatment for preexisting conditions. Some companies offer better prices to people 

based on verifiable health-related behavior such as not smoking. 

Understanding the problem of adverse selection is also useful when we think about the pol- 

icy issue of universal health coverage. In the United States, health coverage is provided by a mix of 

the private sector (through employers and private purchase) and by the government through 

Medicare and Medicaid programs. Under the U.S. system currently in use, many people have a 

choice about what, if any, kind of health insurance they want to purchase given the premiums 

that insurers offer. By contrast, in some countries, including much of Western Europe, everyone 

receives health insurance, typically through a government program. A government program in 

which everyone is covered, at least at some level, is known as universal health coverage. While 

there is considerable debate about the merits of moving to a universal health coverage system, 

most economists agree that universal coverage reduces problems of adverse selection. When indi- 

viduals can choose whether to be covered, on average, those who expect to most need medical 

care will be most attracted to the insurance offer. To the extent that universal coverage reduces 

choice, it reduces the adverse selection problem. 
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ECONOMICS IN PRACTICE 

Recycled Lemons 
All 50 states have lemons laws to try to 

deal with the problem of adverse selec- 

tion in the used car market that we 

described in the text. But as this article 

points out, some lemons just never 

go away. 
The problem of laundered lemons 

has stimulated activity not only by 

government but also in markets. 

Google laundered lemons and you will 

find advertisements for books to help 

you avoid these cars and companies 

that provide services in which you can track lemons via vehicle identification numbers. 

There may be profitable opportunities in helping people reduce problems of asymmetric 

information. 

Their Titles Laundered, the Cars Are Still Lemons 

New York Times 

WHEN Stephen and Michelle Steiner won their lemon-law case against Volkswagen of 
America last fall, the Stratham, N.H., couple were thrilled. At last they were free of the 

2003 Passat wagon that they were afraid to drive. 
But delight turned to dismay early this year when Mrs. Steiner, curious about what 

had become of the car, searched the Internet and found it advertised by a used-car 

dealer near Rochester as a “perfect family car” with a “clean title.” 

The Passat had been anything but perfect. The car had already had three repairs 

for fuel-pump problems, and the Steiners had become so worried about its stalling 

that they stopped driving it last summer. New Hampshire had declared it a lemon, 
so Mrs. Steiner could not believe there was no warning in the online ad about its 

troubled past. . 
“| was flabbergasted,” she said. “I thought they would have to let it be known that it 

was a lemon.” 

A few states to the west, Julia and Manuel Moreno found themselves on the other 

end ofa transaction involving a used lemon. In 2005 while living in Wooster, Ohio, they 

bought a used 1998 Kia Sportage. After a series of problems, they discovered that in 

2000 Kia Motors America had bought the vehicle back from its original owner as a 
lemon. The Morenos said the SUV had steering and suspension problems. 

The definition of a lemon varies by state, but in general the vehicle has had a serious 
problem that remains uncorrected despite several attempts to fix it. A car could also be 
a lemon if it has had a series of different problems that has made it unavailable to the 
consumer for a long period, often 30 days. 

All 50 states have lemon laws, according to the International Association of Lemon 
Law Administrators. Once a car is determined to be a lemon, usually by an independent 
arbitration board, the manufacturer is required to buy it back. 

But as the Steiners and Morenos have learned, the car can cause problems after 
that, because of inconsistent state laws on how lemons are handled. Even if one state 
requires the title to be branded a “lemon” or “buyback,” consumer advocates and state 
officials say there is a good chance the car can be sold in another state with no indica- 
tion on the title of its troubled past. 

By Christopher Jensen, New York Times, August 26, 2007 
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Market Signaling 

We have discussed how asymmetric information between buyers and sellers can lead to adverse 
selection. However, there are many things that can be done to overcome or at least reduce the 
information problem. Michael Spence, who shared the Nobel Prize in Economics with George 

Akerlof and Joseph Stiglitz in 2001, defined the concept of market signaling to help explain 

how buyers and sellers communicate quality in a world of uncertainty. 
The college admission process is a good example of how signaling works. In the year 

2008-2009, the age group applying to college in the United States peaked. This is the result of 

4.1 million births in 1990, record immigration, and an economy that provided young people with 
an incentive to get a good education. Thus, the demand for spaces at the top schools far exceeded 

the spaces available. Harvard University alone received over 27,000 applications for membership 
in a class with fewer than 2,000 students. At the same time, many schools are far less selective and 

some cannot even fill the chairs in their classrooms. 
In selective admissions, the student is clearly “selling” in the admissions process and the col- 

leges and universities are buying. Signaling results because the matching between students and 

colleges involves communicating quality in a world of uncertainty. 

The selective colleges and universities have uncertain information about the students that 

they admit. While schools have concrete information such as test scores and grades, they do not 

have concrete measures for other qualities that they are seeking. Thus, schools must look for 

signals of those characteristics. 

First, selective schools want students who are likely to be successful. They are seeking students 

who are willing to work hard and who will do well academically. But schools also want students 

who will contribute to society by becoming good scientists, artists, humanists, dancers, musicians, 

businesspeople, and leaders. In their admissions forms, brochures, and Web sites, many selective 

colleges and universities explain that they are “seeking students who will make a difference.” 

Developing a set of signals for identifying quality in admissions candidates is a difficult task, 

but there are some generally accepted signals that the colleges and universities look at. Clearly, 

they look beyond grades and standardized tests. “Quality of the program” is a term used to 

describe the difficulty of the classes that the applicant took in high school. How many advanced 

placement courses did the student take? How many years of math, science, and foreign language? 

Did the student challenge himself or herself? 

In addition to courses, extracurricular activities serve as a signal for future success. Here are 

several examples of the type of student that admissions professionals notice: students who are the 

president of a’ group or club rather than only a member, students who have written for the school 

paper for three years and have become editors by senior year, and students who have done some 

community service. Admissions professionals also see hours of practicing the violin or piano or 

soccer as signals of students who dedicate energy to difficult challenges. Admissions professionals 

make these assumptions about students because they have imperfect information. 

Even without knowing about the theory of signals, most high school students recognize that 

colleges reward extracurricular activities. Not surprisingly, this knowledge increases the incentive 

of all students to engage in such activities. But how can extracurricular activities be a good signal 

of interests and productivity if everyone begins to do them? If every high school senior belongs to 

the French Club, membership ceases to have a signaling effect. 

For extracurricular activities to remain useful as a good signal, they must be more easily done 

by well-rounded and productive students than by other students. If a student who is truly interested 

in writing and is well-organized about time management finds it easier to write for the school 

paper, colleges can correctly infer that the newspaper writer is more likely to be interested in writing 

and is a good manager. It would be too costly in terms of lost time and fun for someone who dislikes 

writing and is disorganized to join the newspaper staff just to signal colleges. For signals to work, 

they must be costly and the cost of using them must 
be less for people who have the trait that is val- 

ued. College admissions committees are, for this reason, beginning to think about things like how 

many hours a given activity takes. Time-intensive activities are more painful if a student does not 

really like the activity, and they involve more of a trade-off with other academic pursutts. | 

For a signal to reduce the problem of adverse selection, then, it must be less costly for the high 

lar activities work as a signal when the most committed 

and brightest students are most able to do the activities and do well at school. Under those condi- 

tions, these activities are thought of as a strong signal. In the job mar
ket, education is a strong signal. 

market signaling 
Actions taken by buyers and 

sellers to communicate quality 

in a world of uncertainty. 
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ECONOMICS IN PRACTICE 

How to Read Advertisements 
Many high-end magazines, including 

alumni magazines for colleges, have a 

section at the back with advertisements 

for rentals of vacation homes. Consider 
the following ad recently found in one 

_ of those magazines. 

St. Thomas Rental: “Lovely villa on the 

Caribbean island of St. Thomas. Sleeps 6. 

Beautiful garden and pool area. Covered 

veranda and barbecue. Available by the 

week or month.” 

What conclusion should a discerning 

reader of this ad draw about the property beyond what is written? The obvious conclusion to 

be drawn from this ad by anyone who has studied economics is that the property is not on or 

even near the beach. 

_ Why do we conclude this? Ads are designed by people who want to attract customers. So a 

first step in our deduction is to recognize that the villa owner will mention any attractive and 

_ important positive feature that the villa has. On a Caribbean island, beachfront is a key attrac- 

tion; thus, no mention of the beach tells us that this villa is not on or near the beach. 

Recognizing that profit-seeking individuals place the ad lets us draw conclusions about the 

information they do not provide. 
This same logic can be used in a corporate setting. In 2002, Congress and the president 

passed new accounting rules that require firms to inform shareholders of the stock options 

_ they give to their executives and the effect of those options on the firms’ costs. Information 

could be embedded in the financial statements or placed in the footnotes. Not surprisingly, 

_ those firms—typically the dot-com firms—for whom options costs were large chose the less 

transparent method of putting the information in the footnotes, while more traditional firms, 

with fewer options to disclose, were more forthcoming. 

Sometimes the lack of information serves as a signal. ‘ 

Of course, education improves your life in many ways, as a consumer, a citizen, and a worker. 

Education can directly improve your productivity in most jobs. But it can also signal a potential 

employer that you are a productive person. Why is education a good signal? Education, like 

extracurricular activities, is most easily attained by people who are disciplined, bright, and hard- 

working. All of those qualities are valued in the workplace but are hard to certify—hence, the need 
for a signal. 

Signals are everywhere. Return for a moment to the used car example and the discussion of 

warranties. We argued that a car for which a dealer offered a warranty was likely to be a peach. 

Why? A warranty is a promise to pay for repairs for any defects. For a dealer, the warranty is 
expensive to live up to only if the car is a lemon. Because a lemon will require more repairs than 
a peach, providing a warranty for it will end up costing the dealer more. So the fact that a seller 
offers a warranty is a strong signal that the car is a peach. 

Under some conditions, a firm’s name can signal quality to consumers. Many airports now 
have nail salons offering manicures to travelers with spare time. On the surface, though, it appears 
that there might be a problem with adverse selection in the nail salon business. In a community, a 
nail salon that does a poor job for the money it charges is likely to go out of business. The salon will 
have few return visitors, and word of mouth of its poor quality is likely to spread. In an airport 
salon, return business is infrequent; thus, one might think that low-quality nail salons would not be 
forced out of business. Given that quality is more expensive in terms of labor costs and that con- 
sumers do not know whether a salon is good before they have a manicure, one might expect bad 
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salons to crowd out good salons in airports. Savvy consumers would come to realize that only the 

desperate or those unconcerned with quality should get their nails done in an airport. In fact, there 

is an offset to this story about the crowding out of good salons. What we see in many airports is a 
shop that is part of a large chain of salons. The firm that owns the chain recognizes that providing 

good care in a shop at the Dallas-Fort Worth airport, for example, will have positive reputation 

effects in the same-named shop at the St. Louis airport. This gives the firm an incentive to provide 
better quality care at each airport. As a result, airport visitors can view the brand name of the salon 

as a signal of its quality. One of the economic advantages of a chain is its ability to provide some 

assurance to customers who are not local of a common level of product quality at different loca- 

tions. Next time you are traveling along the interstate, look at the hotel and food choices at the rest 

stops. Most are chains for the reasons we just described. 

Moral Hazard 

Another information problem that arises in insurance markets is moral hazard. Often people 

enter into contracts in which the result of the contract, at least in part, depends on one of the par- 

ties’ future behavior. A moral hazard problem arises when one party to a contract changes 

behavior in response to that contract and thus passes the cost of its behavior on to the other party 

to the contract. For example, accident insurance policies are contracts that agree to pay for repairs 

to your car if it is damaged in an accident. Whether you have an accident depends in part on 

whether you drive cautiously. Similarly, apartment leases may specify that the landlord will per- 

form routine maintenance around the apartment. If you punch the wall every time you get angry, 

your landlord ultimately pays the repair bill. 

Such contracts can lead to inefficient behavior. The problem is like the externality problem 

in which firms and households have no incentive to consider the full costs of their behavior. If 

your car is fully insured against theft, why should you lock it? If health insurance provides new 

glasses whenever you lose a pair, it is likely that you will be less careful. 

Like adverse selection, the moral hazard problem is an information problem. Contracting 

parties cannot always determine the future behavior of the person with whom they are contract- 

ing. If all future behavior could be predicted, contracts could be written to try to eliminate unde- 

sirable behavior. Sometimes this is possible. Life insurance companies do not pay off in the case 

of suicide during the first two years the policy is in force. Fire insurance companies will not write 

a policy unless you have smoke detectors. If you cause unreasonable damage to an apartment, 

your landlord can retain your security deposit. It is impossible to know everything about behav- 

ior and intentions. If a contract absolves one party of the consequences of his or her action and 

people act in their own self-interest, the result is inefficient. 

Incentives 
The discussion of moral hazard provides us with a number of examples in which individuals who 

buy insurance may have the wrong incentives when they make decisions. Incentives play an 

important role in other areas of life as well. When firms hire, they want to make sure that their 

workers have the incentive to work hard. Many employers provide bonuses for exemplary perfor- 

mance to create incentives for their employees. In class, teachers try to provide incentives in the 

form of positive feedback and grades to encourage students to learn the material. In designing 

policies to deal with unemployment, poverty, and even international relations, governments con- 

stantly worry about designing appropriate incentives. 

In fact, most of our interest in incentives comes because of uncertainty. Because your teacher 

or employer cannot always see how hard you are working, he or she wants to design incentives to 

ensure that you work even when no one is watching. Grades and salary bonuses play this role. 

Because insurance companies cannot monitor whether you lock your car door, they would like to 

create incentives to encourage you to lock your doors even though you have theft insurance. 

Within economics, the area of mechanism design explores how transactions and contracts 

can be designed so that, even under conditions of asymmetric information, self-interested people 

~ have the incentive to behave properly. In 2007, Leonid Hurwicz, Roger Myerson, and Eric Maskin 

won the Nobel Prize for their work in this area. While the field of mechanism design is a complex 

moral hazard Arises 

when one party to a contract 

changes behavior in response 

to that contract and thus 

passes on the costs of that 

behavior change to the other 

party. 

mechanism design A 

contract or an institution that 

aligns the interests of two 

parties in a transaction. A 

piece rate, for example, creates 

incentives for a worker to work 

hard, just as his or her superior 

wants. A co-pay in the health 

care industry encourages 

more careful use of health 

care, just as the insurance 

company wants. 
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one, a simple idea in the field is that different incentive schemes can cause people to reveal the 

truth about themselves. In the following discussion, we will look at a few examples in the labor 

market and the health care market to see how incentives can help reduce both adverse selection 

and moral hazard in this way. 

Labor Market Incentives 

In the section on expected utility versus expected value, we described an employee trying to 

choose between a job that offered a wage of $40,000 versus a coin toss that could bring him either 

$20,000 or $60,000. We suggested that few employees would take such a deal, given risk aversion. 

And yet many people do have wage contracts that contain some uncertainty. For many CEOs of 

large U.S. companies, less than half of their compensation is in the form of a fixed salary. Most of 

their pay comes from bonuses based on the firm’s profits or its stock market performance. Many 

factory jobs pay piece wages that depend on how fast the worker is. Some of you may have had 

summer jobs selling magazines where wages were uncertain. Why do we see these contracts, given 

the risk aversion of most people? 
These types of contracts occur because variable compensation can help firms get better per- 

formance from their workforce. Suppose you are hiring one individual as a salesperson and have 

two candidates, George and Harry. Both men seem to be affable, good with people, and hard- 

working. How can you tell who will be a better salesperson? In this case, incentives can play a 

powerful role. Suppose you offer George and Harry the following deal: The base pay for this job 

is $25,000, but for every sale made beyond a certain level, a large commission is paid. How valu- 

able is this salary offer? That depends on how good George and Harry are as salespeople. If 

George knows he is an excellent salesperson, while Harry recognizes that despite his good nature, 

he is lazy, only George will want to take this salary offer. The way the incentive package is 

designed has caused the right person, the better salesperson, to select into the job. Notice that in 

contrast to the problem of adverse selection described earlier in this chapter, this incentive 
scheme creates beneficial selection dynamics. One reason that many companies design compen- 

sation with a component that varies with performance is that they want to attract the right kind 

of employees. In this case, the compensation scheme has screened out the poor worker. Harry has 

revealed his own laziness by his job choice, as a result of the design of the incentive. 

Performance compensation plays another role as well. Once George has taken the job, the 

fact that some of his salary depends on his hard work will encourage him to work even harder. Of 

course, it is important that his compensation depend on things he can, in part, control. This is 

one reason that in most companies, the CEO’s compensation is tied more to firm profitability 

than is the salary of his or her executive assistant. Because the CEO has more control over prof- 
itability, he or she should face the strongest performance incentives. 

In recent years, there have been efforts in some states to use more incentive compensation for 

public school teachers. In some cases, bonuses have been tied to student performance on stan- 

dardized tests. In a related set of experiments, New York City has a pilot program to reward stu- 
dents who earn good grades with gifts such as cell phones. There has been a lot of debate about 
the efficacy of both programs. Some people think that public school teachers are already highly 
motivated and that monetary compensation is not likely to have much effect. Others worry that 
teachers will “teach to the test,” suggesting that the wrong behavior will be stimulated. Some 
worry that incentive pay will screen out committed teachers, while other people believe it will 
improve retention of hard-working teachers. In the case of public school students, critics worry 
that these incentives will turn learning from a matter of love to one of commerce. These issues 
will likely be debated for some time to come. 

Incentives in Health Care 

For more than the last decade, growing health care costs in the United States have been a major 
political issue. In 2007, health care costs were more than 15 percent of the total U.S. gross domes- 
tic product (GDP). Some people believe that part of the explanation for the growth in health care 
costs has been the problem of moral hazard on the part of the insured population. 

In the health care industry, one might worry about incentives of consumers and physicians. 
Health insurance provides some protection for individuals against medical costs. We have already 
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seen that risk aversion leads most people to seek health insurance if they can afford it. But the 

protection provided by health insurance also creates opportunities for moral hazard. In particu- 
lar, individuals may do less preventive care in areas such as diet and exercise than they would 

absent such insurance. In effect, insurance protects them, in part, from the consequences of their 

own behavior. 

In the United States, some health insurance is paid for by private employers. The price paid by 

firms depends on medical claims made by their workers. This system provides an incentive for those 
firms to reduce the health care costs of their employees. As a result, a number of larger firms offer 
wellness programs for employees, trying to reduce out-of-pocket costs of activities (for example, 
exercise) that improve health and reduce overall insurance premiums that the firms must pay. 

There are also issues of overuse of the medical system by patients who, as a result of insur- 

ance, do not pay the full costs of a procedure and by physicians who are prescribing medicine for 

people who are not paying full costs. In many circumstances, insurance companies review health 

treatments and referrals to try to prevent overtreatment by doctors. Remember in our earlier 

chapters the important role that price plays in the rationing of goods. Insurance blunts that pric- 

ing function on both the patient and doctor side of the market. 
A number of programs have been designed to improve other incentives in health care. Most 

insurance programs have co-pays and deductibles. Under a co-pay or a deductible, the cost of a 

medical visit or procedure is shared by the patient. Co-pays are designed to reduce the problem of 

moral hazard by giving the patient an incentive to pay attention to medical costs, both in choos- 

ing preventive care and avoiding unnecessary visits. Ideally, one might want co-pays to be higher 

for conditions that are preventable by patients, since those are the areas in which incentives are 

likely to play the largest role. With all health care reform, however, issues of human rights and val- 

ues commingle with those of efficiency. 

Economists are actively exploring ways in which their new ideas on mechanism design and 

incentives can help solve some of the issues in managing health care costs in the United States. 

These issues are among the most exciting topics in economic theory. 

Shieh al AY bated so Me 

DECISION MAKING UNDER UNCERTAINTY: THE 

TOOLS p. 34s 

1. To find the expected value of a deal, you identify all possible 

outcomes of the deal and find the payoffs associated with 

those outcomes. Expected value is the weighted average of 

those payoffs where the weights are the probability of each 

payoff occurring. 

2. In general, people do not accept uncertain deals with the 

same expected value as certain deals. 

3. Risk aversion exists when people prefer a certain outcome 

to an uncertain outcome with an equal expected value. 

Risk-neutral people are indifferent between these two deals, 

and risk-loving people prefer the uncertain deal to its certain 

equivalent. 

4. Most people are risk-averse unless the payoffs are very small. 

5. Income is subject to diminishing marginal utility, and this 

diminishing marginal utility helps explain risk aversion. 

ASYMMETRIC INFORMATION p. 349 

6. Choices made in the presence of imperfect information may 

not be efficient. In the face of incomplete information, con- 

sumers and firms may encounter the problem of adverse 

selection. When buyers or sellers enter into market exchanges 

with other parties who have more information, low-quality 

goods are exchanged in greater numbers than high-quality 

INC 

- Correct incentive design can improve the selection mecha- 

goods. Moral hazard arises when one party to a contract 

passes the cost of its behavior on to the other party to the 

contract. If a contract absolves one party of the consequences 

of its actions and people act in their own self-interest, the 

result is inefficient. Asymmetric information occurs when one 

of the parties to a transaction has information relevant to the 

transaction that the other party does not have. 

. In many cases, the market provides solutions to information 

problems. Profit-maximizing firms will continue to gather 

information as long as the marginal benefits from continued 

search are greater than the marginal costs. Consumers will 

do the same: More time is afforded to the information search 

for larger decisions. In other cases, government must be 

called on to collect and disperse information to the public. 

. Market signaling is a process by which sellers can communi- 

cate to buyers their quality. For a signal to be meaningful, it 

must be less expensive for high-quality types to acquire the 

signal than for low-quality types. 

ENTIVES p. 355 

nism along with reducing the moral hazard problem. 

. Performance contracts in the labor market and co-pays in 

the health insurance market are two examples of incentive 

contracts. 
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Visit www.myeconlab.com to complete the problems marked in orange online. You will receive WX rimyeconlab] 

instant feedback on your answers, tutorial help, and access to additional practice problems. SX ini\yecon alo 

© Leopold Bloom runs a local United Parcel Service branch. At 

present, he pays his workers an hourly wage. He is considering 

changing to a piece rate, in which workers would be paid based 

on how many packages they process during a day. Assume on 

any given day that there are more packages than the work staff 

can handle. What effect would you expect this change in com- 

pensation to have on Bloom’s operations? 

© Explain how imperfect information problems such as adverse 
selection and moral hazard might affect the following markets 

or situations: 

a. Workers applying for disability benefits from a company 

b. The market for used computers 

c. The market for customized telephone systems for college 

offices and dorms 

d, The market for automobile collision insurance 

@ Figure 17.1 (p. 347) and Figure 17.2 (p. 349) show a utility curve 

for a person who is risk-averse. Draw a similar curve for an indi- €08 Mary’s local gym has two pricing options. If you pay by the day, 

vidual who is risk-neutral and for someone who is risk-loving. the charge is $10 per day. Alternatively, you can pay an annual 

membership fee that allows you to exercise as often as you like 

GQ The fast-food restaurants located on major highways are typi- 

cally part of national chains. Why might this be the case? 

Your current salary is a fixed sum of $50,625 per year. You have 

an offer for another job. The salary there is a flat $25,000 plus a 

chance to earn $150,000 if the company does well. Assume that 

your utility from income can be expressed as U = V Income. So, 

for example, at an income level of $100, your utility level is 10; 

your utility level from the current salary of $50,625 is 225. How 

high does the probability of success for the company have to be 

to induce you to take this job? 

Last January I bought life insurance; at the end of the year, I am 
still alive. Was my purchase a mistake? Explain. 

5. Many colleges offer pass/fail classes. Use the ideas of adverse selec- 

tion and moral hazard to explain why teachers in these classes 

find that pass/fail students rarely score at the top of the class. 

6. Signals are also used in social settings. In a new place, what sig- 

nals do you look for to find people who share your interests? 

[Related to the Economics in Practice on p. 354] Find a prod- 

uct advertisement in a magazine for which the missing informa- 

tion tells you something important about the product. 

@} [Related to the Economics in Practice on p. 352] Why are cars 

subject to lemons laws but many other products are not? 

for $1,000. On average, Mary predicts that she would use the 

gym once a week and the value of the 50 times per year she 

would go is not enough to warrant a membership. Instead, 

Mary decides to pay by the day. 

a. At the end of the year, Mary finds that she went to the gym 

only 25 times rather than the 50 she had predicted. She is 

still sure, however, that with a membership, she would go 

50 times and insists that economic logis supports her predic- 

tion. What principle is she thinking about? 

b. Mary’s employer has read a new health study that suggests 

that people who work out at least once a week perform bet- 

ter at work. The firm decides to give Mary and her coworkers 

a cash bonus of $40 per week to cover the costs of going to 

the health club four times a month. Do you think this policy 

would be effective? If not, suggest an alternative that would 

achieve the firm’s goal. 

*Note: Problems with an asterisk are more challenging. 



Income Distribution 
and Poverty 

What role should government play 

in the economy? Thus far we have 

focused only on actions the gov- 

ernment might be called on to take 

to improve market efficiency. Even 

if we achieved markets that are 

perfectly efficient, would the result 

be fair? We now turn to the ques- 

tion of equity, or fairness. 
Somehow the goods and ser- 

vices produced in every society get 

distributed among its citizens. 

Some citizens end up with man- 

sions in Palm Beach, ski trips to 

Gstaad, and Ferraris; other citizens end up without enough to eat, and they live in shacks. This 

chapter focuses on distribution. Why do some people get more than others? What are the sources 

of inequality? Should the government change the distribution generated by the market? 

The Utility Possibilities Frontier 

Ideally, in discussing distribution, we should talk not about the distribution of goods and ser- 

vices, but about the distribution of well-being. In the nineteenth century, philosophers used the 

concept of utility as a measure of well-being. As they saw it, people make choices among goods 

and services on the basis of the utility those goods and services yield. People act to maximize util- 

ity. If you prefer a night at the symphony to a rock concert, the reason is that you expect to get 

more utility from the symphony. If we extend this thinking, we might argue that if household A 

gets more total utility than household B, A is better off than B. 

Utility is not directly observable or measurable, but thinking about it as if it were can help 

us understand some of the ideas that underlie debates about distribution. Suppose society con- 

sisted of two people, I and J. Next, suppose that the line PP’ in Figure 18.1 represents all the 

combinations of I’s utility and J’s utility that are possible, given the resources and technology 

available in their society. (This is an extension of the production possibilities frontier in 

Chapter 2.) 

Any point inside PP’, or the utility possibilities frontier, is inefficient because both Land J 

could be better off. A is one such point. B is one of many possible points along PP’ that society 

should prefer to A because both members are better off at B than they are at A. 

While point B is preferable to point A from everyone’s point of view, how does point B com- 

pare with point C? Both B and Care efficient; I cannot be made better off without making J worse 

off, and vice versa. All the points along PP” are efficient, but they may not be equally desirable. If 

all the assumptions of perfectly competitive market theory held, the market system would lead to 

one of the points along PP’. The actual point reached would depend on I’s and J’s initial endow- 

ments of wealth, skills, and so on. 

CHAPTER OUTLINE 

The Utility 
Possibilities 
Frontier p. 359 

The Sources of 

Household 
Income p. 360 

Wages and Salaries 

Income from Property 

Income from the 

Government: Transfer 

Payments 

The Distribution of 
Income p. 363 

Income Inequality in the 
United States 

The World Distribution of 

Income 

Causes of Increased 

Inequality 

Poverty 

The Distribution of Wealth 

The Redistribution 
Debate p. 369 

Arguments Against 

Redistribution 

Arguments in Favor of 

Redistribution 

Redistribution 
Programs and 

Policies p.372 

Financing Redistribution 

Programs: Taxes g 

Expenditure Programs 

How Effective Are 

Antipoverty Programs? 

Government or the 

Market? A Review p. 376 

equity Fairness. 

ope) 



360 PARTI Market Imperfections and the Role of Government 

> FIGURE 18.1 
Utility Possibilities 
Frontier 
If society were made up of two 
people, | and J, and all the 
assumptions of perfect competi- 
tion held, the market system 
would lead to some point along 
PP’. Every point along PP” is 
efficient; it is impossible to make 

| better off without making J 

worse off, and vice versa. Which 

point is best? Is B better than C? 

utility possibilities 

frontier A graphic 

representation of a two-person 
world that shows all points at 

which I’s utility can be 

increased only if J’s utility is 

decreased. 

Js utility 

0 Ts utility 

In practice, however, the market solution leaves some people out. The rewards of a market 

system are linked to productivity, and some people in every society are simply not capable of 

being very productive or have not had the opportunity to become more productive. All soci- 

eties make some provision for the very poor. Most often, public expenditures on behalf of the 

poor are financed with taxes collected from the rest of society. Society makes a judgment that 

those who are better off should give up some of their rewards so that those at the bottom can 

have more than the market system would allocate to them. In a democratic state, such redistri- 

bution is presumably undertaken because a majority of the members of that society think it is 

fair, or just. 

Early economists drew analogies between social choices among alternative outcomes and 

consumer choices among alternative outcomes. A consumer chooses on the basis of his or her 

own unique utility function, or measure of his or her own well-being. Society, economists said, 

chooses on the basis of a social welfare function that embodies the society’s ethics. 

Such theoretical discussions of fairness and equity focus on the distribution and redistribu- 

tion of utility. Because utility is neither observable nor measurable, most discussions of social 

policy center on the distribution of income or the distribution of wealth as*indirect measures of 

well-being. It is important that you remember throughout this chapter, however, that income and 

wealth are imperfect measures of well-being. Someone with a profound love of the outdoors may 

choose to work in a national park for a low wage instead of a consulting firm in a big city for a 

high wage. The choice reveals that she is better off even though her measured income is lower. As 

another example, think about five people with $1 each. Now suppose that one of those people has 

a magnificent voice, and that the other four give up their dollars to hear her sing. The exchange 

leads to inequality of measured wealth—the singer has $5 and no one else has any—but all are 
better off than they were before. 

Although income and wealth are imperfect measures of utility, they have no observable 

substitutes and are therefore the measures used throughout this chapter. First, we review the 

factors that determine the distribution of income in a market setting. Second, we look at the 

data on income distribution, wealth distribution, and poverty in the United States. Third, we 
talk briefly about some theories of economic justice. Finally, we describe a number of current 
redistributional programs, including public assistance (or welfare), food stamps, Medicaid, 
and public housing. 

The Sources of Household Income 
Why do some people and some families have more income than others? Before we turn to data 
on the distribution of income, let us review what we already know about the sources of 
inequality. Households derive their incomes from three basic sources: (1) from wages or 
salaries received in exchange for labor; (2) from property—that is, capital, land, and so on; and 
(3) from government. 
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Wages and Salaries 
More than half of personal income in the United States in 2007 was received in the form of wages 

_ and salaries. If you add wage supplements, which include contributions for health insurance and 

pensions, the figure is 64 percent. Hundreds of different wage rates are paid to employees for their 

labor in thousands of different labor markets. As you saw in Chapter 10, perfectly competitive 
market theory predicts that all factors of production (including labor) are paid a return equal to 

their marginal revenue product—the market value of what they produce at the margin. There are 

reasons why one type of labor might be more productive than another and why some households 

have higher incomes than others. 

Required Skills, Human Capital, and Working Conditions Some people are born 
with attributes that translate into valuable skills. Tim Duncan and Shaquille O’Neal are great 

basketball players, partly because they happen to be 7 feet tall. They did not decide to go out and 

invest in height; they were born with the right genes. Some people have perfect pitch and beautiful 

voices; others are tone deaf. Some people have quick mathematical minds; others cannot add 2 and 2. 

The rewards of a skill that is in limited supply depend on the demand for that skill. Men’s 

professional basketball is extremely popular, and the top NBA players make millions of dollars 

per year. There are great women basketball players too, but because women’s professional basket- 

ball has not become popular in the United States, these women’s skills go comparatively unre- 

warded. In tennis, however, people want to see women play, so women therefore earn prize 

money similar to the money that men earn. 
Some people with rare skills can make enormous salaries in an unfettered market economy. 

Luciano Pavarotti had a voice that millions of people were willing to pay to hear in person and on 

CDs. Some baseball players make tens of millions of dollars per year. Before Pablo Picasso died, 

he could sell small sketches for vast sums of money. Were they worth it? They were worth exactly 

what the highest bidder was willing to pay. 

Not all skills are inborn. Some people have invested in training and schooling to improve 

their knowledge and skills, and therein lies another source of inequality in wages. When we go to 

school, we are investing in human capital that we expect to yield dividends, partly in the form 

of higher wages, later on. Human capital, the stock of knowledge and skills that people possess, 

is also produced through on-the-job training. People learn their jobs and acquire “firm-specific” 

skills when they are on the job. Thus, in most occupations, there is a reward for experience. Pay 

scale often reflects numbers of years on the job, and those with more experience earn higher 

wages than those in similar jobs with less experience. 

Some jobs are more desirable than others. Entry-level positions in “glamour” industries 

such as publishing and television tend to be low-paying. Because talented people are willing to 

take entry-level jobs in these industries at salaries below what they could earn in other occupa- 

tions, there must be other, nonwage rewards. It may be that the job itself is more personally 

rewarding or that a low-paying apprenticeship is the only way to acquire the human capital nec- 

essary to advance. In contrast, less desirable jobs often pay wages that include compensating 

differentials. Of two jobs requiring roughly equal levels of experience and skills that compete 

for the same workers, the job with the poorer working conditions usually has to pay a slightly 

higher wage to attract workers away from the job with the better working conditions. 

Compensating differentials are also required when a job is very dangerous. Those who take 

great risks are usually rewarded with high wages. High-beam workers on skyscrapers and bridges 

command premium wages. Firefighters in cities that have many old, run-down buildings are usu- 

ally paid more than firefighters in relatively tranquil rural or suburban areas. 

Multiple Household Incomes Another source of wage inequality among households lies 

in the fact that many households have more than one earner in the labor force. Second, and even 

third, incomes are becoming more the rule than the exception for U.S. families. In 1960, about 

37 percent of women over the age of 16 were in the labor force. By 1978, the figure had increased 

to over 50 percent, and it continued to climb slowly but steadily to over 60 percent in 2007. 

‘The Minimum Wage Controversy One strategy for reducing wage inequity that has been 

used for almost 100 years in many countries is the minimum wage. (The minimum wage and price 

floors were discussed in Chapter 4.) A minimum wage is the lowest wage firms are permitted to 

human capital The stock 

of knowledge, skills, and 

talents that people possess; it 

can be inborn or acquired 

through education and 

training. 

compensating 
differentials Differences 

in wages that result from 

differences in working 

conditions. Risky jobs usually 

pay higher wages; highly 

desirable jobs usually pay 

lower wages. 

minimum wage The 

lowest wage that firms are 

permitted to pay workers. 
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> FIGURE 18.2 
Effect of Minimum 
Wage Legislation 
If the equilibrium wage in the 

market for unskilled labor is 

below the legislated minimum 
wage, the result is likely to be 
unemployment. The higher wage 

will attract new entrants to the 

labor force (quantity supplied 
will increase from L* to L,), but 
firms will hire fewer workers 

(quantity demanded will drop 
from L* to L,). 
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pay workers. The first minimum wage law was adopted in New Zealand in 1894. The United States 

adopted a national minimum wage with the passage of the Fair Labor Standards Act of 1938, 

although many individual states had laws on the books much earlier. The minimum wage was raised 

to $6.55 in the summer of 2008 and is scheduled to be raised to $7.25 in the summer of 2009. 

In recent years, the minimum wage has come under increasing attack. Opponents argue that 

minimum wage legislation interferes with the smooth functioning of the labor market and cre- 

ates unemployment. Proponents argue that it has been successful in raising the wages of the 

poorest workers and alleviating poverty without creating much unemployment. 

These arguments can best be understood with a simple supply and demand graph. 

Figure 18.2 shows hypothetical demand and supply curves for unskilled labor. The equilibrium 

wage rate is $5.40. At that wage, the quantity of unskilled labor supplied and the quantity of 

unskilled labor demanded are equal. Now suppose that a law is passed setting a minimum wage 

of $6.55. At that wage rate, the quantity of labor supplied increases from the equilibrium level, 

L*, to L,. At the same time, the higher wage reduces the quantity of labor demanded by firms, 

from L* to L,,. As a result, firms lay off L* — Lp workers. 

Unemployed 
new entrants 

Wage ($) 

Units of labor, L 

It is true that those workers who remain on payrolls receive higher wages. With the mini- 

mum wage in effect, unskilled workers receive $6.55 per hour instead of $5.40. But is it worth it? 

Some workers gain while others (including those who had been employed at the equilibrium 
wage) suffer unemployment. 

In fact, the evidence on the extent to which the minimum wage causes jobs to be lost is 
unclear. Professor Finis Welch at Texas A&M and two colleagues estimated in a recent study that 
each 10 percent increase in the minimum wage produces job losses of about 1 percent of all min- 
imum wage workers, or about 60,000 workers in total at the time of the study. But other studies 
find little or no effect on the number of jobs lost when the minimum wage increases. Two earlier 
studies by David Card of the University of California at Berkeley and one by Lawrence Katz of 
Harvard and Alan Krueger of Princeton University found that an increase in the minimum wage 
had virtually no effect on unemployment. 

Unemployment Before turning to property income, we need to mention another cause of 
inequality in the United States that is the subject of much discussion in macroeconomics: 
unemployment. 

People earn wages only when they have jobs. In recent years, the United States has been through 
two severe recessions (economic downturns). In 1975, the unemployment rate hit 9 percent and over 
8 million people were unable to find work. In 1982, the unemployment rate was nearly 11 percent 
and over 12 million were jobless. More recently, the recovery from the milder recession of 1990 to 
1991 was slow at first. By 2000, the number of unemployed dropped below 5.5 million (an unem- 
ployment rate of 3.9 percent), but by 2007, it was back to 7.2 million, or 4.7 percent. 
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Unemployment hurts primarily those who are laid off, and thus its costs are narrowly dis- 
tributed. For some workers, the costs of unemployment are lowered by unemployment compen- 
sation benefits paid out of a fund accumulated with receipts from a tax on payrolls. 

Income from Property 
Another source of income inequality is that some people have property income—from the 
ownership of real property and financial holdings—while many others do not. Some people own 

a great deal of wealth, and some have no assets at all. Overall, about 22 percent of personal 

income in the United States in 2007 came from ownership of property. The amount of property 

income that a household earns depends on (1) how much property it owns and (2) what kinds of 

assets it owns. Such income generally takes the form of profits, interest, dividends, and rents. 

Households come to own assets through saving and through inheritance. Many of today’s 
large fortunes were inherited from previous generations. The Rockefellers, the Kennedys, and 

the Fords, to name a few, still have large holdings of property originally accumulated by previ- 
ous generations. Thousands of families receive smaller inheritances each year from their par- 

ents. (Under 2008 tax laws, $2 million can pass from one generation to another free of estate 

taxes.) Most families receive little through inheritance; most of their wealth or property comes 

from saving. 
Often fortunes accumulate in a single generation when a business becomes successful. The 

late Sam Walton built a personal fortune estimated at over $70 billion on a chain of retail stores 

including Wal-Mart. Forbes magazine estimates that Bill Gates, founder and chief executive offi- 
cer of Microsoft, is worth over $56 billion. Karl and Theo Albrecht made $20 billion, beginning 

with their mother’s corner store in Germany and expanding to 4,000 stores in Germany and 

10 other countries. In the United States, they own the gourmet food-and-beverage chain Trader 

Joe’s. Forbes estimates that there are over 940 billionaires in the world. 

Income from the Government: Transfer Payments 

About 14 percent of personal income in 2007 came from governments in the form of transfer 

payments. Transfer payments are payments made by government to people who do not sup- 

ply goods or services in exchange. Some, but not all, transfer payments are made to people with 

low incomes precisely because they have low incomes. Transfer payments thus reduce the 

amount of inequality in the distribution of income. Not all transfer income goes to the poor. 

The biggest single transfer program at the federal level is Social Security. Transfer programs are 

by and large designed to provide income to those in need. They are part of the government's 

attempts to offset some of the problems of inequality and poverty. 

+The Distribution of Income 

Despite the many problems with using income as a measure of well-being, it is useful to know 

something about how income is distributed. Before we examine these data, we should pin down 

precisely what the data represent. 

Economic income is defined as the amount of money a household can spend during a 

given period without increasing or decreasing its net assets. Economic income includes anything 

that enhances your ability to spend—wages, salaries, dividends, interest received, proprietors’ 

income, transfer payments, rents, and so on. If you own an asset (such as a share of stock) that 

increases in value, that gain is part of your income whether or not you sell the asset to “realize” 

the gain. Normally, we speak of “before-tax” income, with taxes considered a use of income. 

Income Inequality in the United States 

Table 18.1 presents some estimates of the distribution of several income components and of total 

sncome for households in 2006. The measure of income used to calculate these figures is very 

broad; it includes both taxable and nontaxable items, as well as estimates of realized capital gains. 

property income  |ncome 

from the ownership of real 

property and financial 

holdings. It takes the form of 

profits, interest, dividends, 

and rents. 

transfer payments 
Payments by government to 

people who do not supply 

goods or services in exchange. 

economicincome The 

amount of money a household 

can spend during a given 

period without increasing or 

decreasing its net assets. 

Wages, salaries, dividends, 

interest income, transfer 

payments, rents, and so on are 

sources of economic income. 
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money income The 

measure of income used by the 

Census Bureau. Because 

money income excludes 

noncash transfer payments 

and capital gains income, it is 

less inclusive than economic 

income. 

Lorenz curve Awidely 

used graph of the distribution 
of income, with cumulative 

percentage of households 

plotted along the horizontal 

axis and cumulative percentage 

of income plotted along the 

vertical axis. 

Gini coefficient A 

commonly used measure of the 

degree of inequality of income 

derived from a Lorenz curve. It 

can range from 0 to a maximum 

Olas 

The data are presented by “quintiles”; that is, the total number of households is first ranked 

by income and then split into five groups of equal size. In 2006, the top quintile earned 46.4 per- 

cent of total income while the bottom quintile earned just 3.2 percent. The top 1 percent (which 

evenly distributed than total income. 

Income from property is more unevenly distributed than wages and salaries. Property income 

comes from owning things: Land earns rent, stocks earn dividends and appreciate in value, bonds and 

deposit accounts earn interest, owners of small businesses earn profits, and so on. The top 20 percent 

of households earned 65.5 percent of property income, and the top 1 percent earned over 30 percent. 

Transfer payments include Social Security benefits, unemployment compensation, and 

welfare payments, as well as an estimate of nonmonetary transfers from the government to 

households—food stamps and Medicaid and Medicare program benefits, for example. 

Transfers flow to low-income households, but not solely to them. Social Security benefits, for 

example, which account for about half of all transfer payments, flow to everyone who partici- 

pated in the system for the requisite number of years and who has reached the required age 

regardless of income. Nonetheless, transfers represent a more important income component at 

the bottom of the distribution than at the top. Although not shown in Table 18.1, transfers 

account for more than 80 percent of the income of the bottom 10 percent of households, but | 

only about 3 percent of income among the top 10 percent of households. 

TABLE 18.1 Distribution of Total Income and Components in the United States, 2006 

(Percentages) 

Households Total Income Labor Income PropertyIncome _ Transfer Income 

Bottom fifth 3.4 ie; De, WAZ 

Second fifth 9.2 6.7 6.3 24.6 

Third fifth 16.3 14.1 jE Pays 

Fourth fifth 23.6 24.5 14.3 18.3 

Top fifth 47.5 $3.4 65.5 18.7 

Top 1 percent 13:2 10.8 30.6 1.0 

Source: Julie-Anne Cronin, U.S. Department of the Treasury, OTA paper 85, p. 19 and author’s calculations. 

Changes in the Distribution of Income _ Table 18.2 presents the distribution of 
money income among U.S. households! at a number of points in time. Money income, the mea- 

sure used by the Census Bureau in its surveys and publications, is slightly léss complete than the 

income measure used in the calculations in Table 18.1. The measure does not include noncash 
transfer benefits, for example, and does not include capital gains. 

Since 1975, there has been a slow but steady drift toward more inequality. During those 

years, the share of income going to the top 5 percent has increased from 16.4 percent to 22.3 per- 

cent while the share going to the bottom 40 percent has fallen from 14.7 percent to 12 percent. 

The Lorenz Curve and the Gini Coefficient |The distribution of income can be graphed 
in several ways. The most widely used graph is the Lorenz curve, shown in Figure 18.3. Plotted 
along the horizontal axis is the percentage of households, and along the vertical axis is the cumulative 
percentage of income. The curve shown here represents the year 2006, using data from Table 18.2. 

During that year, the bottom 20 percent of households earned only 3.4 percent of total 
money income. The bottom 40 percent earned 12.0 percent (3.4 percent plus 8.6 percent), and so 
on. If income were distributed equally—that is, if the bottom 20 percent earned 20 percent of the 
income, the bottom 40 percent earned 40 percent of the income, and so on—the Lorenz curve 
would be a 45-degree line between 0 and 100 percent. More unequal distributions produce 
Lorenz curves that are farther from the 45-degree line. 

The Gini coefficient is a measure of the degree of inequality in a distribution. It is the ratio 
of the shaded area in Figure 18.3 to the total triangular area below and to the right of the diago- 
nal line 0A. If income is equally distributed, there is no shaded area (because the Lorenz curve 

' The term household includes unmarried individuals living alone and groups of people living together who are not related by blood, 
marriage, or adoption. In the United States in 2006, there was a total-of 116 million households and 35 million nonfamily households. 
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a the 45-degree line are the same) and the Gini coefficient is zero. The Lorenz curves for distri- 
utions with more inequality are farther down to the right, their shaded areas are larger, and their 

Gini coefficients are higher. The maximum Gini coefficient is 1. As the Lorenz curve shifts down 
_ to the right, the shaded area becomes a larger portion of the total triangular area below OA. If one 
family earned all the income (with no one else receiving anything), the shaded area and the trian- 
gle would be the same and the ratio would equal 1. 

Percentage of income 

Percentage of households 

TABLE 18.2 Distribution of Money Income of U.S. Households by Quintiles, 1967-2006 

(Percentages) - 

1967 1975 1985 1995 2000 2006 

Bottom fifth 4.0 4.3 es oof 3.6 3.4 

Second fifth 10.8 10.4 98 9.1 8.9 8.6 

Third fifth 175 17.0 16.2 S22 14.8 14.5 

Fourth fifth 24.2 2A 24.4 233 23.0 22.9 

Top fifth 43.6 43.6 45.6 48.7 49.8 50.5 

Top 5% 17.2 16.4 17.6 21.6 HOA 22.3 
anit ree 

Source: Bureau of the Census, Current Population Survey. Annual Social and Economic Supplements 

Differences Among African-American Households, White Households, 

and Single-Person Households Looking just at households without differentiating 

them in any way hides some needed distinctions. Income distribution differs significantly 

among African-American, Hispanic, and white households. 

Table 18.3 presents data on the distribution of money income for different types of house- 

holds. The differences among the groupings are dramatic. In 2006, the bottom 20 percent of 

white households had a mean household income that was twice that of the bottom 20 percent 

of African-American households. For the middle 20 percent of households, mean income for 

white households was 62 percent higher than mean income for African-American households. 

For Hispanics, the figure was 40 percent. The top 5 percent of white households averaged 

$315,193 of income. For African-Americans, it was $200,678; for Hispanics, $209,819. 

4 FIGURE 18.3 
Lorenz Curve for the 

United States, 2006 

The Lorenz curve is the most 
common way of presenting 
income distribution graphically. 
The larger the shaded area, the 

more unequal the distribution. If 

the distribution were equal, the 

Lorenz curve would be the 

45-degree line OA. 
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TABLE 18.3 Mean Household Income Received by the Top, Middle, and Bottom Fifth 

of Households in 2006 

White (non-Hispanic) African-American Hispanic 

Bottom 20% $6 135129 S617 Sia 9678 

Middle 20% 52,920 32,5795 37,934 

Top 20% 178,326 117,346 123,684 

Top 5% 315,195 200,678 209,819 
a ————— 

Source: U.S. Census Bureau, www.census.gov, Historical Income Tables, Table H3, 2006. 

The World Distribution of Income 

Data on the distribution of income across rich and poor nations reveal much more inequality, as 

shown in Table 18.4. The population of the world in 2006 was approximately 6.5 billion. Of that 

number, 2.4 billion, or 37 percent, live in what the World Bank classifies as low-income countries. | 

The average income per capita in those countries was $650 in 2006. The same year about 1 billion, 

or 15 percent, lived in high-income countries where per-capita income was $36,487. When you look 

at total national income, the rich countries with 15 percent of the population earn 77.3 percent of 

world income while the poor countries with 37 percent of the population get only 3.3 percent 

of world income. The poorest country in the world in 2006 was Burundi, with 8 million people 

and a per-capita income of $100 per year. The richest country was Norway, with 5 million peo- 

ple and a per-capita income of $66,000. 

TABLE 18.4 Income and Income per Capita Across the World in 2006 

Population Gross NationalIncome _ Per-Capita Income 

Billions % Trillions of $ % (Dollars) 

World 6.5 100 48.5 100.0 7,439 

Low-Income Countries 2.4 OW 1.6 ys} 650 

Middle-Income Countries 3.1 48 9.4 19.4 3,051 

High-Income Countries 1.0 15 37D Thrice) 36,487 

Source: World Bank, World Development Report 2008, Key development indicators Table 1. ~ \ 

. 

As we discussed earlier, income inequality has increased within the United States over the last 

several decades. The evidence also suggests that income inequality is increasing in most other 

advanced countries as well as in Asia and Latin America. Among the advanced economies, only 
France has seen decreasing inequality. Inequality has increased everywhere in the developing 
world except Africa and the Middle East. 

Causes of Increased Inequality 

The increased income inequality we see in the United States and in many other regions has 
become the subject of much political debate. Much of the debate concerns what we as a nation 
and as a member of the world community should do to improve the position of the poorest of 
our citizens. We will describe these economic issues in the next section of this chapter. But equally 
debated is the question of what has caused the rise in inequality. Is it the forces of free trade, 
immigration, and globalization all working together to worsen the position of the middle- 
income workers who find themselves competing with workers in lower-income countries? Is it 
the declining power of unions and deregulation that have opened up more labor markets to the 
forces of competition? Some have argued that a major force in increasing inequality has been 
technological change that has favored the well-educated worker at the expense of unskilled labor. 

These are very difficult questions, questions that are becoming part of the political debate 
across the world. Consider the rote that immigration plays, for example. Most immigrants to the 
United States come from lower-income countries. Movement of labor from low-income areas to 
higher-income areas is a natural economic phenomena, a manifestation of the forces of supply 

2 ~ C * 
“U.S. Bureau of the Census, www.census.gov. 
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and demand in labor markets. Unchecked, these movements have the capacity to reduce costs of 
production in the high-wage country, increasing the return to capital, and to reduce world 
income inequality. Immigration also may play a role in increasing within-country inequality to 

_ the extent that it brings a new group of less-skilled workers into a country, potentially competing 
__ for jobs with the lower-income population already in the country. 

q Empirical evidence of the extent to which immigration has in fact reduced wages of lower- 
income workers is mixed. 

The Evidence: The Net Costs of Immigration To determine whether the net bene- 
fits of immigration outweigh its net costs, we must ask one important question: To what extent 

does immigration reduce domestic wages and increase unemployment? A number of recent stud- 
ies have found that metropolitan areas with greater numbers of immigrants seem to have only 
slightly lower wages and only slightly higher unemployment rates. 

An influential study by economist David Card of the University of California, Berkeley, looks 

carefully at wages and employment opportunities in the Miami metropolitan area during and 

after the Mariel boat lift of 1980. Almost overnight about 125,000 Cubans arrived in Florida and 

increased the labor force in Miami by over 7 percent. Card looked at trends in wages and unem- 

ployment among Miami workers between 1980 and 1985 and found virtually no effect. In addi- 

tion, the data he examined mirrored the experience of workers in Los Angeles, Houston, Atlanta, 

and similar cities that were not hit by the same shock. 
However, a more recent study by Borjas, Freeman, and Katz takes issue with much of the work 

done to date. They argue that immigrants do not stay in the cities at which they arrive, but rather 

move within the United States in response to job opportunities and wage differentials. Thus, they 

argue that the effects of immigration on wages and unemployment must be analyzed at the national 

level, not the city level. Their study points to the large decline in the wages of high school dropouts 

relative to workers with more education during the 1980s. Their results suggest that a third of the 

drop in the relative wages of high school dropouts can be attributed to lower-skilled immigrants.‘ 

It is clear that immigration is not an issue simply for the United States. For someone in 

Guatemala, Mexico offers new opportunities. Per-capita income in Guatemala is $2,640 and is 

$7,870 in Mexico. Haiti, one of the poorest countries in the world, sends people to the Dominican 

Republic in search of work. In fact, the World Bank estimates that in 2007, 74 million migrants 

moved from one developing country to another. Here, too, there are lively debates about the 

effects of this migration oh incomes and inequality. 

Technological change also appears to play a role in the increases in inequality. In the last sev- 

eral decades, technological advances have played a strong role in development. In the United 

States and the developing world, more work is conducted with the aid of computers and less work 

requires large inputs of unskilled labor. The result has been a wage premium for skilled workers.° 

In fact, work by the International Monetary Fund (IMF) suggests that by looking at the growth in 

inequality in regions around the world, the central force has been technological change with its 

increased skill needs. The role of technology in increasing inequality appears to be especially large 

in Asia. The opening up of economies to free trade has played a modest role relative to technol- 

ogy. In fact, the IMF finds that in the advanced countries, free trade has decreased inequality by 

replacing low-paid manufacturing jobs with higher-paid jobs in the service sector. 

The important role of technology in driving inequality suggests that going forward, educa- 

tion may be key to reducing inequality in the United States and across the world. 

Poverty 

Most of the government’s concern with income distribution and redistribution has focused on 

poverty. Poverty is a very complicated word to define. In simplest terms, it means the condition of 

people who have very low incomes. The dictionary defines the term simply as “lack of money or 

material possessions,” but how low does your income have to be before you are classified as poor? 

3 David Card, “The Impact of the Mariel Boat Lift on the Miami Labor Market,” Industrial and Labor Relations Review, January 

1990, pp. 245-257. 
ae ¥ be 

4 George Borjas, Richard Freeman, and Lawrence Katz, “On the Labor Market Effects of Immigration and Trade,” in Immigration 

and the Work Force: Economic Consequences for the United States and Source Areas, eds. George Borjas and Richard Freeman 

(Chicago: University of Chicago Press, 1992). ; 

5 Nancy Birdsall, 2007. “Discussion of the Impact of Globalization on the World’s Poor,’ Brookings. 
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poverty line The officially 
established income level that 

distinguishes the poor from the 

nonpoor. It is set at three times 

the cost of the Department of 

Agriculture’s minimum food 

budget. 

The Problem of Definition Philosophers and social policy makers have long debated 

the meaning of “poverty.” One school of thought argues that poverty should be measured by 

determining how much it costs to buy the “basic necessities of life.” For many years, the Bureau of 

Labor Statistics published “family budget” data designed to track the cost of specific “bundles” of 

food, clothing, and shelter that were supposed to represent the minimum standard of living. 

Critics argue that defining bundles of necessities is a hopeless task. Although it might be pos- 

sible to define a minimally adequate diet, what is a “minimum” housing unit? Is a car a necessity? 

What about medical care? In reality, low-income families end up using what income they have in 

an enormous variety of ways. 

Some say that poverty is culturally defined and is therefore a relative concept, not an absolute 

one. Poverty in Bangladesh is very different from poverty in the United States. Even within the United 

States, urban poverty is very different from rural poverty. If poverty is a relative concept, the definition 

of it might change significantly as a society accumulates wealth and achieves higher living standards. 

Although it is difficult to define precisely, the word poverty is one that we all understand 

intuitively to some degree. It conveys images of run-down, overcrowded, rat-infested housing; 

homeless people; untreated illness; and so on. It is also a word that we have been forced to define 

formally for purposes of keeping statistics and administering public programs. 

The Official Poverty Line In the early 1960s, the U.S. government established an official 
poverty line. Because poor families tend to spend about one-third of their incomes on food, the 

official poverty line has been set at a figure that is simply three times the cost of the Department 

of Agriculture’s minimum food budget. 
The minimum food budget was only calculated once, in 1963. It has been updated with the 

Consumer Price Index since that year. Needless to say these figures are somewhat arbitrary, but they are 

still used to determine the official poverty rate. For 2007, the threshold for a family of four was 21,027. 

After years of study and debate, the Department of Health and Human Services began pub- 

lishing an alternative measure of poverty now called the Poverty Guidelines. The new and some- 
what more complex methodology produces income limits that define eligibility for a number of 

programs including food stamps and Medicaid. The Department set the figure at $21,200 for a 

family of four in 2008. 

Poverty in the United States Since 1960 In 1962, Michael Harrington published The 
Other America: Poverty in the United States, a book that woke the American people to the problem of 

poverty and stimulated the government to declare a “war on poverty” in 1964, In 1960, official fig- 

ures had put the number of the poor in the United States at just under 40 million, or 22 percent of 

the total population. In his book, Harrington argued that the number had reached over 50 million. 

By the late 1960s, the number living below the official poverty line had declined to about 

25 million, where it stayed for over a decade. Between 1978 and 1983, the number of poor 

jumped nearly 45 percent, from 24.5 million to 35.3 million, the highest number since 1964. The 

figure stood at 36.5 million in 2006. As a percentage of the total population, the poor accounted 

for between 11 percent and 12.6 percent of the population throughout the 1970s. That figure 
increased sharply to 15.2 percent between 1979 and 1983. From 1983 to 1989, the rate dropped to 
12.8 percent, rising back to 14.5 percent in 1995. The rate fell to 12.3 percent in 2006. 

While the official 2006 figures put the poverty rate at 12.3 percent of the population, they 
also show that some groups in society experience more poverty than others. Table 18.5 shows 
the official poverty count for 1964 and 2006 by demographic group. One of the problems with 
the official count is that it considers only money income as defined by the census and is there- 
fore somewhat inflated. Many federal programs designed to help people out of poverty include 
noncash benefits (sometimes called in-kind benefits) such as food stamps and public housing. If 
added to income, these benefits would reduce the number of those officially designated as below 
the poverty line to about 9 percent of the population. 

The poverty rate among African-Americans is more than twice as high as the poverty rate 
among whites. Nearly one in four African-Americans live in poverty. In addition, a slightly lower 
proportion of Hispanics than African-Americans had incomes below the poverty line in 2006. 

The group with the highest incidence of poverty in 2006 was women living in households 
with no husband present. In 1964, 45.9 percent of such women lived in poverty. By 2006, the fig- 
ure was still 28.3 percent. During the 1980s, there was increasing concern about the “feminization 
of poverty,” a concern that continues today. 
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TABLE 18.5 Percentage of Persons in Poverty by Demographic Group, 1964 and 2006 

~ Official Measure 1964 Official Measure 2006 

im All 19.0 1233) 

White (Non-Hispanic) 14.9 8.2 

African-American 49.6 24.3 

Hispanic NA 20.6 

Female householder—no husband present 45.9 28.3 

Elderly (65 +) 28.5 9.4 

Children under 18 20.7 17.4 

Source: U.S. Census Bureau. Income, Poverty and Health Insurance Coverage in the U.S., 2006. 

Poverty rates among the elderly have been reduced considerably over the last few decades, 

dropping from 28.5 percent in 1964 to 9.4 percent in 2006. Certainly, Social Security, supplemental 
security income, and Medicare have played a role in reducing poverty among the elderly. In 1964, 

20.7 percent of all children under 18 lived in poverty; and in 2006, the figure was 17.4 percent. 

The Distribution of Wealth 

Data on the distribution of wealth are not as readily available as data on the distribution of income. 

Periodically, however, the government conducts a detailed survey of the holdings that make up wealth, 

The results show that the top 10 percent of households held just under 70 percent of the total net | 

worth in the United States in 2004 while the bottom 40 percent of households held only 2.6 percent. | 

The distribution of wealth is more unequal than the distribution of income. Part of the reason is 
that wealth is passed from generation to generation and accumulates. Large fortunes also accumulate 

when small businesses become successful large businesses. Some argue that an unequal distribution of 

wealth is the natural and inevitable consequence of risk taking in a market economy: It provides the 

incentive necessary to motivate entrepreneurs and investors. Others believe that too much inequality 

can undermine democracy and lead to social conflict. Many of the arguments for and against income 

redistribution, discussed in the next section, apply equally well to wealth redistribution. 

The Redistribution Debate 
Debates about the role of government in correcting for inequity in the distribution of income 

revolve around philosophical and practical issues. Philosophical issues deal with the “ideal.” What 

should the distribution of income be if we could give it any shape we desired? What is “fair”? 

What is “just”? Practical issues deal with what is and what is not possible. Suppose we wanted zero 

poverty. How much would it cost, and what would we sacrifice? When we take wealth or income 

away from higher-income people and give it to lower-income people, do we destroy incentives? 

What are the effects of this kind of redistribution? 

Policy makers must deal with both kinds of issues, but it seems logical to confront the philosoph- 

ical issues first. If you do not know where you want to go, you cannot explain how to get there or how 

much it costs. You may find that you do not want to go anywhere at all. Many respected economists 

and philosophers argue quite convincingly that the government should not redistribute income. 

Arguments Against Redistribution 

Those who argue against government redistribution believe that the market, when left to operate on 

its own, is fair. This argument rests on the proposition that “one is entitled to the fruits of one’s 

efforts?° Remember that if market theory is correct, rewards paid in the market are linked to produc- 

tivity. In other words, labor and capital are paid in accordance with the value of what they produce. 

This view also holds that property income—income from land or capital—is no less justified 

than labor income. All factors of production have marginal products. Capital owners receive 

profits or interest because the capital they own is productive. 

The argument against redistribution also rests on the principles behind “freedom of contract” 

and the protection of property rights. When you agree to sell your labor or to commit your capital 

6 Powerful support for this notion of “entitlement” can be found in the works of the seventeenth-century English philosophers 

Thomas Hobbes and John Locke. 
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utilitarian justice The 

idea that “a dollar in the hand 

of a rich person is worth less 

than a dollar in the hand of a 

poor person.” If the marginal 

utility of income declines with 

income, transferring income 

from the rich to the poor will 

increase total utility. 

to use, you do so freely. In return, you contract to receive payment, which becomes your “property.” 

When a government taxes you and gives your income to someone else, that action violates those two 

basic rights. 

The more common arguments against redistribution are not philosophical. Instead, they 

point to more practical problems. First, it is said that taxation and transfer programs interfere 

with the basic incentives provided by the market. Taxing higher-income people reduces their 

incentive to work, save, and invest. Taxing the “winners” of the economic game also discourages 

risk taking. Furthermore, providing transfers to those at the bottom reduces their incentive to 

work as well. All of this leads to a reduction in total output that is the “cost” of redistribution. 

Another practical argument against redistribution is that it does not work. Some critics see 

the rise in the poverty rate during the early 1980s, again in the early 1990s, and yet again between 

2001 and 2004 as an indication that antipoverty programs simply drain money without really 

helping the poor out of poverty. Whether these programs actually help people out of poverty, the 

possibility of bureaucratic inefficiency in administration always exists. Social programs must be 

administered by people who must be paid. The Department of Health and Human Services 

employs over 120,000 people to run the Social Security system, process Medicaid claims, and so 

on. Some degree of waste and inefficiency is inevitable in any sizable bureaucracy. 

Arguments in Favor of Redistribution 
The argument most often used in favor of redistribution is that a society as wealthy as the United 

States has a moral obligation to provide all its members with the necessities of life. The 

Constitution does carry a guarantee of the “right to life.” In declaring war on poverty in 1964, 

President Lyndon Johnson put it this way: 

There will always be some Americans who are better off than others. But it need not follow 

that the “poor are always with us.”...It is high time to redouble and to concentrate our 
efforts to eliminate poverty....We know what must be done and this nation of abundance 
can surely afford to do it.’ 

Many people, often through no fault of their own, find themselves left out. Some are born 

with mental or physical problems that severely limit their ability to “produce.” Then there are 

children. Even if some parents can be held accountable for their low incomes, do we want to pun- 

ish innocent children for the faults of their parents and thus perpetuate the cycle of poverty? The 

elderly, without redistribution of income, would have to rely exclusively en savings to survive 

once they retire, and many conditions can lead to inadequate savings. Should the victims of bad 

luck be doomed to inevitable poverty? Illness is perhaps the best example. The accumulated sav- 

ings of very few people can withstand the drain of extraordinary hospital and doctors’ bills and 
the exorbitant cost of nursing home care. 

Proponents of redistribution refute “practical” arguments against it by pointing to studies 

that show little negative effect on the incentives of those who benefit from transfer programs. For 
many—children, the elderly, the mentally ill—incentives are irrelevant, they say, and providing a 
basic income to most of the unemployed does not discourage them from working when they have 
the opportunity to do so. We now turn briefly to several more formal arguments. 

Utilitarian Justice First put forth by the English philosophers Jeremy Bentham and John 
Stuart Mill in the late eighteenth and early nineteenth centuries, the essence of the utilitarian 
argument in favor of redistribution is that “a dollar in the hand of a rich person is worth less than 
a dollar in the hand of a poor person.” The rich spend their marginal dollars on luxury goods. It 
is easy to spend over $100 per person for a meal in a good restaurant in New York or Los Angeles. 
The poor spend their marginal dollars on necessities—food, clothing, and medical care. If the 
marginal utility of income declines as income rises, the value of a dollar’s worth of luxury goods 
is worth less than a dollar’s worth of necessities. Thus, redistributing from the rich to the poor 
increases total utility. To put this notion of utilitarian justice in everyday language: Through 
income redistribution, the rich sacrifice a little and the poor gain a great deal. 

’ Economic Report of the President, 1964. 
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The utilitarian position is not without problems. People have very different tastes and prefer- 
ences. Who is to say that you value a dollar more or less than I do? Because utility is unobservable 
and unmeasurable, comparisons between individuals cannot be easily made. Nonetheless, many 

_ people find the basic logic of the utilitarians to be persuasive. 

Social Contract Theory—Rawlsian Justice The work of Harvard philosopher John Rawls 
_ has generated a great deal of recent discussion, both within the discipline of economics and between 

economists and philosophers.’ In the tradition of Hobbes, Locke, and Rousseau, Rawls argues that as 

members of society, we have a contract with one another. In the theoretical world that Rawls imagines, 
an original social contract is drawn up and all parties agree to it without knowledge of who they are or 

who they will be in society. This condition is called the “original position” or the “state of nature.” With 

no vested interests to protect, members of society are able to make disinterested choices. 
As we approach the contract, everyone has a chance to end up very rich or homeless. On the 

assumption that we are all “risk-averse,” Rawls believes that people will attach great importance to 

the position of the least fortunate members of society because anyone could end up there. 

Rawlsian justice is argued from the assumption of risk aversion. Rawls concludes that any con- Rawlsian justice A 
tract emerging from the original position would call for an income distribution that would “max- _ theory of distributional justice 

imize the well-being of the worst-off member of society.” that concludes that the social 
Any society bound by such a contract would allow for inequality, but only if that inequality contract emerging from the 

had the effect of improving the lot of the very poor. If inequality provides an incentive for people “original position” would cal 
to work hard and innovate, for example, those inequalities should be tolerated as long as some of Popa ncam ca aie On ata 

the benefits go to those at the bottom. would maximize the well-being 
of the worst-off member of 

The Works of Karl Marx For decades, a rivalry existed between the United States and the society. 
Soviet Union. At the heart of this rivalry was a fundamental philosophical difference of opinion 

about how economic systems work and how they should be managed. At the center of the debate 

were the writings of Karl Marx. 
Marx did not write very much about socialism or communism. His major work, Das Kapital 

(published in the nineteenth century), was a three-volume analysis and critique of the capitalist 

system that he saw at work in the world around him. We know what Marx thought was wrong 

with capitalism, but he was not very clear about what should replace it. In one essay late in his life, 

he wrote, “from each according to his ability, to each according to his needs”®; but he was not spe- 

cific about the applications of this principle. 

Marx’s view of capital income does have important implications for income distribution. In 

the preceding chapters, we discussed profit as a return to a productive factor: Capital, like labor, is 

productive and has a marginal product. However, Marx attributed all value to labor and none to 

capital. According to Marx’s labor theory of value, the value of any commodity depends only labor theory of value 

on the amount of labor needed to produce it. The owners of capital are able to extract profit, or Stated most simply, the theory 

“surplus value,” because labor creates more value in a day than it is paid for. Like any other good, that the value of a commodity 

labor power is worth only what it takes to “produce” it. In simple words, this means that under depends only on the aOun 
ee : : of labor required to produce it. 

capitalism, labor is paid a subsistence wage. 

Marx saw profit as an illegitimate expropriation by capitalists of the fruits of labor’s efforts. 

It follows that Marxians see the property income component of income distribution as the pri- 

mary source of inequality in the United States today. Without capital income, the distribution of 

income would be more equal. (Refer again to Table 18.1 on p. 364.) 

Income Distribution as a Public Good Those who argue that the unfettered market 

produces a just income distribution do not believe private charity should be forbidden. Voluntary 

redistribution does not involve any violation of property rights by the state. 

In Chapter 16, however, you saw that there may be a problem with private charity. Suppose 

people really do want to end the hunger problem. As they write their checks to charity, they 

encounter the classic public-goods problem. First, there are free riders. If hunger and starvation 

are eliminated, the benefits—even the merely psychological benefits—flow to everyone whether 

they contributed or not. Second, any contribution is a drop in the bucket. One individual contri- 

bution is so small that it can have no real effect. 

i 8 See John Rawls, A Theory of Justice (Cambridge, MA: Harvard University Press, 1972). 

9 Karl Marx, “Critique of the Gotha Program” (May 1875), in The Marx-Engels Reader, ed. Robert Tucker (New York: 

W. W. Norton), p. 388. 

| 
: 
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With private charity, as with national defense, nothing depends on whether you pay. Thus, 

private charity may fail for the same reason that the private sector is likely to fail to produce 

national defense and other public goods. People will find it in their interest not to contribute. 

Thus, we turn to government to provide goods and services we want that will not be provided 

adequately if we act separately—in this case, help for the poor and hungry. 

Redistribution Programs and Policies 
The role of government in changing the distribution of income is hotly debated. The debate 

involves not only what government programs are appropriate to fight poverty but also the char- 

acter of the tax system. Unfortunately, the quality of the public debate on the subject is low. 

Usually, the debate consists of a series of claims and counterclaims about what social programs 

do to incentives instead of a serious inquiry into what our distributional goal should be. 

In this section, we talk about the tools of redistribution policy in the United States. As we do 

so, you will have a chance to assess for yourself some of the evidence about their effects. 

Financing Redistribution Programs: Taxes 

Redistribution always involves those who end up with less and those who end up with more. 

Because redistributional programs are financed by tax dollars, it is important to know who the 

donors and recipients are—who pays the taxes and who receives the benefits of those taxes. The 

issue of which households bear the burden of the taxes collected by government is quite complex 

and requires some analysis. Oftentimes households, firms, and markets react to the presence of 

taxes in ways that shift burdens off of those on whom they were intended to fall and onto others. 

A perfect example is the corporation tax. At both the federal and state levels in most states, a 

special tax is levied on corporations in proportion to their profit or net income. Although this tax — 

is levied on certain firms, the burden ultimately falls on households in one or more of a number 

of ways. The tax may result in higher prices for corporate products. The tax may result in lower 

wages for corporate employees, or the tax may result in lower profits for owners/shareholders of 

corporations. The ultimate impact of a tax, or set of taxes, on the distribution of income depends 

on which households end up bearing the burden after shifting has taken place. 

The term incidence refers to the ultimate burden distribution of a tax. Chapter 19 illustrates 

the way in which economic analysis can be used to estimate the ultimate incidence of taxes. 

The mainstay of the U.S. tax system is the individual income tax, authorized in 1913 by the 

Sixteenth Amendment to the Constitution. The income tax is progressive—those with higher 

incomes pay a higher percentage of their incomes in taxes. Even though the tax is subject to many 

exemptions, deductions, and so on, that allow some taxpayers to reduce their tax burdens, all 

studies of the income tax show that its burden as a percentage of income rises as income rises. 

With the passage of the Tax Reform Act of 1986, Congress initiated a major change in income 

tax rates and regulations. The reforms were to simplify the tax and make it easier for people to 

comply with and harder to avoid. In addition, the act reduced the number of tax brackets and the 

overall progressivity of the rates. The largest reduction was in the top rate, cut from 50 percent to 
28 percent in 1986. The Act also substantially reduced the tax burdens of those at the very bottom 
by increasing the amount of income a person can earn before paying any tax at all. 

In 1993, President Clinton signed into law a tax bill that increased the top rate to 36 percent 
for families with taxable incomes over $140,000 and individuals with taxable incomes over 
$115,000. In addition, families with incomes of over $250,000 paid a surtax (a tax rate on a tax 
rate) of 10 percent, bringing the marginal rate for those families to 39.6 percent. Families with 
low incomes received grants and credits under the plan. On May 28, 2003, President Bush signed 
a tax law that reduced the top rate to 35 percent and changed a number of other provisions of the 
tax code. (See Chapter 19 for details.) 

The individual income tax is only one tax among many. More important to the individual is 
the overall burden of taxation, including all federal, state, and local taxes. Most studies of the 
effect of taxes on the distribution of income, both before and after the Tax Reform Act, have con- 
cluded that the overall burden is roughly proportional. In other words, all people pay about the 
same percentage of their income in total taxes. 

Table 18.6 presents an estimate of effective tax rates paid in 2000 by families that have been 
ranked by income. Although some progressivity is visible, it is very slight. The bottom 20 percent 
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of the income earners pay 28 percent of their total incomes in tax. The top 1 percent pay 37.0 per- 
cent. We can conclude from these data that the tax side of the equation produces very little 
change in the distribution of income. (For more on taxes, see Chapter 19.) 

TABLE 18.6 _. Effective Rates of Federal, State, and Local Taxes, 

2000 (Taxes as a Percentage of Total Income) 

Federal Total 

Bottom 20% a9 28.1 

Second 20 ey 26.3 

Third 20 17.4 29:2, 

Fourth 20 20.1 32.6 

Top 20 24.6 33.9 

Top 10 25:7 34.5 

Top 5 26.6 34.9 
Top 1 29.1 37.0 

Source: Julie-Anne Cronin, U.S. Department of the Treasury, OTA paper 85, and authors’ estimate. 

Expenditure Programs 
Some programs designed to redistribute income or to aid the poor provide cash income to recip- 

ients. Others provide benefits in the form of health care, subsidized housing, or food stamps. Still 

others provide training or help workers find jobs. 

Social Security | By far the largest income redistribution program in the United States is Social 
Security. The Social Security system is three programs financed through separate trust funds. The 
Old Age and Survivors Insurance (OASI) program, the largest of the three, pays cash benefits to retired 

workers, their survivors, and their dependents. The Disability Insurance (DI) program pays cash ben- 

efits to disabled workers and their dependents. The third, Health Insurance (HI), or Medicare, pro- 

vides medical benefits to workers covered by OASI and DI and the railroad retirement program. The 

Social Security system has been credited with substantially reducing poverty among the elderly. 

Most workers in the United States must participate in the Social Security system. For many 

years, federal employees and employees belonging to certain state and municipal retirement systems 

were not required to participate, but federal employees are now being brought into the system. 

Today, well over 90 percent of all workers in the United States contribute to Social Security. 

Participants and their employers are required to pay a payroll tax to the Federal Insurance 

Corporation Association (FICA) to finance the Social Security system. The tax in 2008 was 7.65 per- 

cent paid by employers and 7.65 percent paid by employees on wages up to $102,000. Self-employed 

people assume the entire FICA burden themselves. 

You are entitled to Social Security benefits if you participate in the system for 10 years. 

Benefits are paid monthly to you after you retire or, if you die, to your survivors. A complicated 

formula based on your average salary while you were paying into the system determines your 

benefit level. Those who earned more receive a higher level of benefits, but there are maximum 

and minimum monthly benefits. By and large, low-salaried workers get more out of the system 

than they paid into it while they were working. High-salaried workers usually get out of the sys- 

tem considerably less than they put in. 

The Social Security system is self-financing, but it is different from funded retirement sys- 

tems. In a funded system, deposits (by the employer, the employee, or both) are made to an 

account in the employee’s name. Those funds are invested and earn interest or dividends that 

accumulate until the employee’s retirement, when they are withdrawn. Funded retirement plans 

operate very much like a savings plan that you might set up independently, except that you can- 

not touch the contents until you retire. 

In the U.S. Social Security system, the tax receipts from today’s workers are used to pay ben- 

efits to retired and disabled workers and their dependents today. Currently, the system is collect- 

ing more than it is paying out, and the excess is accumulating in the trust funds. This is necessary 

to keep the system solvent because after the year 2010, there will be a large increase in the number 

of retirees and a relative decline in the number of workers. These demographic changes are the 

result of a high birth rate between 1946 and 1964—the so-called baby boom. In 2007, 31.5 mil- 

lion retired workers received Social Security benefits and 7.1 million received disability payments. 

Social Security system 
The federal system of social 

insurance programs. It includes 

three separate programs that 

are financed through separate 

trust funds: the Old Age and 

Survivors Insurance (OASI) 

program, the Disability 

Insurance (Dl) program, and 

the Health Insurance (HI), or 

Medicare program. 
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iblic assistance, or 

velfare Government 

transfer programs that provide 
cash benefits to: (1) families 

with dependent children whose 

incomes and assets fall below a 

very low level and (2) the very 

poor regardless of whether they 

have children. 

unemployment 

compensation A state 

government transfer program 

that pays cash benefits for a 

certain period of time to laid- 

off workers who have worked 

for a specified period of time 

for a covered employer. 

Medicaid and 

Medicare In-kind 

government transfer programs 

that provide health and 

hospitalization benefits: 

Medicare to the aged and their 

survivors and to certain of the 

disabled, regardless of income, 

and Medicaid to people with 

low incomes. 

Public Assistance Next to Social Security, the biggest cash transfer program in the United 

States is public assistance, more commonly called welfare. Aimed specifically at the poor, wel- 

fare falls into two major categories. 

Most welfare is paid in the form of temporary assistance for needy families. Benefit levels are 

set by the states, and they vary widely. In January 2003, the maximum monthly payment to a one- 

parent family of three was $170 per month in Mississippi, $639 per month in Vermont, and $923 

per month in Alaska. The average monthly payment in the United States was $423. To participate, 

a family must have a very low income and virtually no assets. In 2002, there were 5.1 million 

recipients of Temporary Assistance for Needy Families in the United States. Those who find jobs 

and enter the labor force lose benefits quickly as their incomes rise. This loss of benefits acts as a 

tax on beneficiaries, and some argue that it discourages welfare recipients from seeking jobs. 

No topics raise passions more than welfare and welfare reform. The issue has been a focal 

point of “liberal/conservative” name-calling for more than three decades. In 1996, Congress 

passed and President Clinton signed a major overhaul of the welfare system in the United States. 

The name of the program was changed to Temporary Assistance for Needy Families from its for- 

mer name, Aid to Families with Dependent Children, as of July 1997. The key change mandated 

that states limit most recipients to no more than five years of benefits over a lifetime. Some argue 

that the result will be a disaster, with some families left with nothing. Others argue that the previ- 

ous system led to dependency and that there was no incentive to work. 

The new legislation provides funds for added services to parents with young children but 

leaves a great deal of discretion in states’ hands. Only time will tell how it turns out. However, 

remarkable declines in the Temporary Assistance for Needy Families program (TANF) caseloads 
occurred between 1994 and 2001. At the end of that year, the average monthly number of TANF 

recipients was 5.5 million, or 56 percent lower than the Aid to Families with Dependent Children 

(AFDC) caseload in 1996. From its peak of 14.4 million in March 1994, the number dropped by 

64.6 percent to 5.1 million in 2002. Over three-fourths of the reduction in the U.S. average 

monthly number of recipients since March 1994 occurred following implementation of TANF. 

These are the largest caseload declines in the history of U.S. public assistance programs. 

Supplemental Security Income The Supplemental Security Income program(SSI) is a 
federal program that was set up under the Social Security Administration in 1974. The program 

is financed out of general revenues. That is, there is no trust fund and there are no earmarked 

taxes from which SSI benefits are paid out. 

SSI is designed to take care of the elderly who end up very poor and have no or very low 

Social Security entitlement. In 2006, 7.2 million people received SSI payments, about half of 

whom also received some Social Security benefits. The average SSI payment was $454.75 per 

month. As with welfare, qualified recipients must have very low incomes and virtually no assets. 

Unemployment Compensation In the first quarter of 2005, governments paid out over 

$9.5 billion in benefits to 3.3 million recipients. The money to finance this benefit comes from 
taxes paid by employers into special funds. Companies that hire and fire frequently pay a higher 
tax rate, while companies with relatively stable employment levels pay a lower tax rate. Tax and 
benefit levels are determined by the states, within certain federal guidelines. 

Workers who qualify for unemployment compensation begin to receive benefit checks 
soon after they are laid off. These checks continue for a period specified by the state. Most unem- 
ployment benefits continue for 20 weeks. In times of recession, the benefit period is often extended 
on a state-by-state basis. Average unemployed workers receive only about 36 percent of their nor- 
mal wages, and not all workers are covered. To qualify for benefits, an unemployed person must 
have worked recently for a covered employer for a specified time for a given amount of wages. 
Recipients must also demonstrate willingness and ability to seek and accept suitable employment. 

Unemployment benefits are not aimed at the poor alone, although many of the unemployed 
are poor. Unemployment benefits are paid regardless of a person’s income from other sources 
and regardless of assets. 

Medicaid and Medicare The largest in-kind transfer programs in the United States are 
Medicare and Medicaid. The Medicaid program provides health and hospitalization benefits to 
people with low incomes. Although the program is administered by the states, about 57 percent 
of the cost is borne by the federal government. In 2007, about 44 million people received benefits 
with total payments exceeding $290 billion. 
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Medicare, which is run by the Social Security Administration, is a health insurance program 
for the aged and certain disabled persons. Most U.S. citizens over age 65 receive Medicare hospi- 
tal insurance coverage regardless of their income. In addition, they may, elect to enroll in a sup- 

_ plementary medical insurance program under Medicare by paying a premium. Medicare pays 
only a part of total hospital expenses. When their hospital stay is longer than 60 days, for exam- 
ple, patients are responsible for $130 per day. 

In 2004, over 41.7 million aged and disabled were covered by Medicare. Benefit payments 
reached $303 billion in 2004. Medicare has become a political football in Washington in recent 
years. Projections using conservative assumptions suggest that in 2009, total annual outlays will 

reach $500 billion and that the Medicare fund will be exhausted by 2020. As the baby boom gen- 
eration reaches retirement after 2010, the current system is clearly unsustainable. This was an 
important issue in the most recent presidential election. 

Food Stamps The Food Stamp program is an antipoverty program fully funded out of general 

federal tax revenues, with states bearing 50 percent of the program’s administrative costs. Food stamps food stamps Vouchers 

are vouchers that have a face value greater than their cost and that can be used to purchase food at _ that have a face value greater 
grocery stores. The amount by which the face value of the stamps exceeds their cost depends on income than their cost and that can be 

and family size. Only low-income families and single people are eligible to receive food stamps. used to purchase food at 

It is generally acknowledged that a thriving black market in food stamps exists. Families that 8TOCTY StOres- 
want or need cash can sell their food stamps to people who will buy them for less than face value 

but more than the original recipient paid for them. 

In 2004, there were 24 million participants in the Food Stamp program. The total cost of the 

program in 2004 was $27 billion. 

Housing Programs Over the years, the federal government and state governments have 

administered many different housing programs designed to improve the quality of housing for 

low-income people. The biggest is the Public Housing program, financed by the federal govern- 
ment but administered by local public housing authorities. Public housing tenants pay rents 

equal to no more than 30 percent of their incomes. In many cases, this means they pay nothing. 

The largest housing program, called “Section 8,” provides housing assistance payments to tenants 

and slightly above-market rent guarantees to participating landlords. 
In 2003, there were 33.5 million rental housing units in the United States, of which 1.9 mil- 

lion were in public housing projects. Another 2.2 million received a government rent subsidy. 

The Earned Income Tax Credit An important program that is not well understood by 

most people is the earned income tax credit (EIC). The program is quite complex but essentially 

allows lower-income families with children a credit equal to a percentage of all wage and salary 

income against their income taxes. If the credit exceeds the amount of taxes due, the credit is refund- 

able. To see roughly how the EIC works, consider a family made up of two adults and two children 

with an income of $11,000 per year, all earned as wages. After the standard deduction and exemp- 

tions, such a family would owe no taxes, but it would receive (subject to a number of restrictions) 

refundable credit of up to $3,800. That means the family would actually get a check for $3,800. 

While not well known, the EIC program is very large. In 2006, the EIC was claimed by over 

22 million households and totaled more than $43 billion. 

How Effective Are Antipoverty Programs? 

The number of people officially classified as poor dropped sharply during the 1960s and early 

1970s. Between 1978 and 1983, however, the number of poor increased nearly 45 percent. After 

falling back between 1983 and 1989, the figure hit 39.3 million in 1994, the highest total since 

1964. (The figure fell to 36.5 million in 2006.) The changing number of people classified as poor 

is at the center of a great debate over the effectiveness of antipoverty programs. 

Some say economic growth is the best way to cure poverty. Poverty programs are expensive 

and must be paid for with tax revenues. The high rates of taxation to support these programs, crit- 

ics say, have eroded the incentive to work, save, and invest, slowing the rate of economic growth. 

Critics also believe that the rise in poverty is evidence that antipoverty programs do not work. 

The opposite view is that poverty would be more widespread without antipoverty programs. 

Poverty has increased not because of increasing programs, but because the “real” level of transfer pay- 

ments has fallen significantly. In other words, transfer payments have not kept up with rising prices. 
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ECONOMICS IN PRACTICE | 

Does Price Matter in Charitable Giving? 
In the United States, one of the ways in which people try to 

help the poor is through charity. Almost 90 percent of the pop- 

ulation contributes each year to some charitable organization. 

' Recent work in experimental economics has explored the fac- 

tors that lead people to make these contributions. In experi- 

mental economics, experiments are conducted in a laboratory 

or in the field by using control groups to test economic theo- 

ries. In some cases, the lessons learned have been put to use by 

charities as they try to raise funds. 
One set of experiments looks at the effect of a matching gift 

on giving.' A matching gift is a commitment by a donor to give 

funds conditioned on another person’s donation. A donor 

might say, for example, “For every dollar you raise up to 

$20,000, I will match with a dollar of my own.” Why might an 
economist expect a matching gift commitment to increase the likelihood that another person 

will give to the charity? 
There are at least two plausible explanations. In the previous chapter of this book, we 

described signals. In this situation, by offering a matching gift, in a public way, the original donor 

is telling other potential donors that he or she believes the charity to be worthy. If the donor is a 

well-known member of the community, this signal can be a powerful incentive to other givers. 

Suppose that we think of “giving to charity” the same way we think of buying a good or a 

service. That is, we do it because we derive “utility” from it. If we do donate to charity, we are 

giving up the other things that the donation would buy. Now think of the “price of giving” as 

the amount you need to pay to deliver $10 in aid to a charity. With the matching grant, the 

price of giving falls to $5. If you give $5, the charity gets $10. If you give $100, the charity gets 

$200. So matching gifts are like reducing the “price” of a charitable gift. 

Under the U.S. Income Tax, many taxpayers can deduct gifts to qualifying charities from 

their income in calculating their taxes each year. Suppose that a taxpayer were taxed at a mar- 

ginal rate of 25 percent. Then a gift of $100 results in a tax saving of $25. The deduction 
reduces income by $100, and that $100 would have been taxed at 25 percent. Thus, just as in 

the case of the matching grant, the “price of giving” is reduced, in this casathe price of giving 

$100 is reduced to $75. With deductibility, we reduce the price of charity from P to P (1—t) 

where ¢ is the tax rate that applies to increases or decreases in income. Do you see why? 

Whether a reduction in “price” leads people to give more depends on a lot of things. If it is 

a matching grant, you may give less and deliver more charity due to the match or you may 

give more to take advantage of the match. In the Karlan and List experiments, matching gift 
programs increased rates of giving. RAR TRIE SOR ERIE POSEN 

1. Dean Karlan and John List, “Does Price Matter in Charitable Giving” American Economics Review, 2008. 

Despite the anti-big-government rhetoric of recent years, most of what the government did to 
change the distribution of income 15 years ago it still does today. The volume of redistribution is 
less, but most major programs have remained largely intact. Many still argue we do too little. The 
poverty rate was 12.3 percent in 2006, and homelessness was a serious problem in many U.S. cities. 

Government or the Market? A Review 
In Part II (Chapter 6 to 12), you were introduced to the behavior of households and firms in 
input and output markets. You learned that if all the assumptions of perfect competition held in 
the real world, the outcome would be perfectly efficient. 
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As we began to relax the assumptions of perfect competition in Part III (Chapter 13 to 
Chapter 19), we began to see a potential role for government in the economy. Some firms acquire 

market power and tend to underproduce and overprice. Unregulated markets give private deci- 

sion makers no incentives to weigh the social costs of externalities. Goods that provide collective 

benefits may not be produced in sufficient quantities without government involvement. As we 

saw in this chapter, the final distribution of well-being determined by the unfettered market may 
not be considered equitable by society. 

Remember, however, that government is not a cure for all economic woes. There is no guar- 

antee that public-sector involvement will improve matters. Many argue that government involve- 

ment may bring about even more inequity and inefficiency because bureaucrats are often driven 

by self-interest, not public interest. 

THE UTILITY POSSIBILITIES FRONTIER ». 359 

1. Even if all markets were perfectly efficient, the result might 
not be fair. Even in relatively unfettered market economies, 

governments redistribute income and wealth, usually in the 

name of fairness, or equity. 

2. Because utility is neither directly observable nor measurable, 
most policy discussions deal with the distributions of 
income and wealth as imperfect substitutes for the concept 

of “the distribution of well-being.” 

THE SOURCES OF HOUSEHOLD INCOME » 360 

3. Households derive their incomes from three basic sources: 

(1) from wages or salaries received in exchange for labor (about 

64 percent), (2) from property such as capital and land (about 

22 percent), and (3) from government (about 14 percent). 

4. Differences in wage and salary incomes across households 

result from differences in the characteristics of workers 

(skills, training, education, experience, and so on) and from 

differences in jobs (dangerous, exciting, glamorous, difficult, 

and so on). Household income also varies with the number 

of household members in the labor force, and it can decline 

sharply if members become unemployed. 

5. The amount of property income that a household earns 

depends on the amount and kinds of property it owns. 

Transfer income from governments flows substantially but 

not exclusively to lower-income households. Except for 

Social Security, transfer payments are by and large designed 

to provide income to those in need. 

THE DISTRIBUTION OF INCOME ». 363 

6. The 20 percent of families at the top of the income distribu- 

tion received 50.5 percent of the money income in the 

United States in 2006, while the bottom 20 percent earned 

just 3.4 percent. Income distribution in the United States has 

remained basically stable over a long period of time. 

7. The Lorenz curve is a commonly used graphic device for 

describing the distribution of income. The Gini coefficient is 

an index of income inequality that ranges from 0 for perfect 

equality to 1 for total inequality. 

8. Poverty is very difficult to define. Nonetheless, the official 

poverty line in the United States is fixed at three times the 

cost of the Department of Agriculture's minimum food bud- 

get. In 2006, the poverty line for a family of four was $17,628. 

a 

10. 

So eM Mi ARey. 

Between 1960 and 1970, the number of people officially clas- 
sified as poor fell from 40 million to 25 million. That num- 
ber did not change much between 1970 and 1978. Between 
1978 and 1983, the number of poor people increased by 
nearly 45 percent to 35.3 million. In 2006, the figure was 

36.5 million. 

Data on the distribution of wealth are not as readily available 

as data on the distribution of income. The distribution of 

wealth in the United States is more unequal than the distribu- 

tion of income. The wealthiest 10 percent of households own 

just under 70 percent of all household net worth in 2004. 

THE REDISTRIBUTION DEBATE p. 369 

i 

12, 

The basic philosophical argument against government redis- 

tribution rests on the proposition that one is entitled to the 

fruits of one’s efforts. The argument also rests on the princi- 

ples of freedom of contract and protection of property 

rights. More common arguments focus on the negative 

effects of redistribution on incentives to work, save, and 

invest. 

The basic philosophical argument in favor of redistribution 

is that a society as rich as the United States has a moral 

obligation to provide all its members with the basic necessi- 

ties of life. More formal arguments can be found in the 

works of the utilitarians, Rawls, and Marx. 

REDISTRIBUTION PROGRAMS AND POLICIES ». 372 

13. 

14. 

In the United States, redistribution is accomplished through 

taxation and through a number of government transfer pro- 

grams. The largest of these programs are Social Security, pub- 

lic assistance, supplemental security, unemployment 

compensation, Medicare and Medicaid, food stamps, and var- 

ious housing subsidy programs (including public housing). 

The increase in poverty during the 1980s and 1990s is at the 

center of a great debate over the effectiveness of antipoverty 

programs. One view holds that the best way to cure poverty 

is with economic growth. Poverty programs are expensive 

and must be paid for with tax revenues. The high rates of 

taxation required to support these programs have eroded the 

incentive to work, save, and invest, thus slowing the rate of 

economic growth. In addition, the rise in poverty is cited as 

evidence that antipoverty programs do not work. The oppo- 

site view holds that without antipoverty programs, poverty 

would be much worse. 
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Visit www.myeconlab.com to complete the problems marked in orange online. You will receive [WX miayeconiab) 

instant feedback on your answers, tutorial help, and access to additional practice problems. Sh iniyvecon ab 

GB One of the issues that is debated in virtually every election is 

whether to raise the minimum wage, which stood at $6.55 per 

hour in 2008. Assume that you are married with a child, living 

on the minimum wage. By assuming that you pay taxes of about 

10 percent of your total pay, how much do you “take home” 

each month? How much does it cost to rent a “reasonable” 

apartment near where you live? How much would you have left 

after paying rent? How much would it cost for other items such 

as food? Work out a hypothetical “budget” for this family. 

By using the data in the following table, create two graphs. The first 

graph should plot the Lorenz curves for African-American families 

and white families. The second graph should plot the Lorenz curve 

for the 1980 “all” data and the Lorenz curve for the 1995 “all” data. 

In each graph, which has the higher Gini coefficient? How 

do you interpret the result? 

PERCENT OF INCOME 

1995 1980 

AFRICAN-AMERICAN WHITE ALL ALL 

Lowest fifth 6) 4.6 4.2 S.1 

Second fifth 8.5 10.3 10.0 11.6 

Third fifth Sei 15.8 ise SIWAS) 

Fourth fifth 24.7 Pe} (0) 23:3) 24.3 

Highest fifth 48.7 46.3 46.9 41.6 

3. Economists call education “an investment in human capital.” 

Define capital. In what sense is education capital? 

Investments are undertaken to earn a rate of return. Describe 

the return to an investment in a college education. How would 

you go about measuring it? How would you decide if it is good 

enough to warrant the investment? 

4. Following is a list of establishment categories and average weekly 

earnings for nonsupervisory employees in a recent year. Using 

the concepts of “human capital” and “compensating differen- 

tials,” explain why they might be expected to differ in these areas: 

Computer programming $724.85 

Heavy construction firms Ry sy74o) 

Logging firms 447.02 

Gas stations 218.13 

Car washes 161.19 

5. During the mid-1980s and again between 1995 and 2006, 

house values and rents rose sharply in California and in the 

northeastern United States. But starting in 2006, prices began 

to fall. Homeowners, who have higher incomes on average than 

renters, benefit from house-price increases and are protected 

from housing-cost increases. Falling house prices, on the other 

hand, make housing more affordable but inflict pain on home- 

owners. Renters experience rising rents and falling standards of 

living if incomes do not keep up with rents. Using the 

Statistical Abstract of the United States, other data sources, 

www.census.gov, www.ofheo.gov, or http://macromarkets.com, 

look up residential rent, home prices, and income levels for 

your area. What has happened in the last 10 years? Do you 

think the performance of the housing market in recent years 

has increased or decreased inequality in your area? Explain. 

. New PhDs in economics entering the job market find that acad- 

emic jobs (jobs teaching at colleges and uhiversities) pay about 

30 percent less than nonacademic jobs such as working at a 

bank or a consulting firm. Those who take‘academic jobs are 

clearly worse off than those who take nonacademic jobs. Do you 

agree? Explain your answer. 

. Should welfare benefits be higher in California and New York 

than in Mississippi? Defend your answer. 

3) Poverty among the elderly has been sharply reduced in the last 

quarter-century. How has this reduction been accomplished? 

“Income inequality is evidence that our economic system is 

working well, not poorly.” Do you agree or disagree? Defend 
your answer. 

@Q)) The official poverty line has been the subject of much debate 

over the last few decades. On Google or another search engine, 

look up and read the work of Molly Orshansky. Her work 

focused on finding a measure of poverty that reflected a bundle 

of goods that people in different circumstances must be able to 
purchase. Describe the debate and the resulting system for set- 
ting the poverty thresholds. How would you change them? 

ate [Related to the Economics in Practice on p. 376] Some econo- 
mists predict that an increase in the marginal income tax rate 
would increase the amount of charitable giving that people do 
even though this increase would require wealthier people to 
pay more taxes. Why do you think economists are predicting 
this effect? 
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Public Finance: The 
Economics of 

Taxation 
The previous chapters in Part III 

have analyzed the potential role of 

government in the economy. 

Together those chapters discuss 

much of the field of public 

economics. In this chapter, we make 

the transition to public finance. No 

matter what functions we end up 

assigning to government, to do 

anything at all, government must 

first raise revenues. The primary 

vehicle that the government uses to 

finance itself is taxation. 
Taxes may be imposed on 

transactions, institutions, property, 

meals, and other things, but in the 

final analysis they are paid by indi- 

viduals or households. 

The Economics of Taxation 

To begin our dnalysis of the U.S. tax system, we need to clarify some terms. There are many kinds 

of taxes and tax analysts use a specific language to describe them. 

Taxes: Basic Concepts 

Every tax has two parts: a base and a rate structure. The tax base is the measure or value upon 

which the tax is levied. In the United States, taxes are levied on a variety of bases, including income, 

sales, property, and corporate profits. The tax rate structure determines the portion of the tax 

base that must be paid in taxes. A tax rate of 25 percent on income, for example, means that you pay 

a tax equal to 25 percent of your income. 

Taxes on Stocks versus Taxes on Flows Tax bases may be either stock measures or 

flow measures. The local property tax is a tax on the value of residential, commercial, or indus- 

trial property. A homeowner, for instance, is taxed on the current assessed value of his or her 

home. Current value is a stock variable—that is, it is measured or estimated at a point in time. 

Other taxes are levied on flows. Income is a flow. Most people are paid on a monthly basis, and 

they have taxes taken out every month. Retail sales take place continuously and a retail sales tax takes 

a portion of that flow. Figure 19.1 diagrams in simple form the important continuous payment flows 

between households and firms and the points at which the government levies six different taxes. 

Table 19.1 shows the evolution of federal tax receipts since 1960. While the individual 

income tax has remained around 45 percent of federal receipts since 1960, other taxes have 

changed share. The corporation income tax, levied on incorporated businesses only, has fallen 

from 23.2 percent of the total in 1960 to only 11.8 percent of receipts in 2008. The payroll tax, 

almost all of which is earmarked for the Social Security system and Medicare, has grown from 

just under 16 percent of the total to nearly 35 percent in 2008. 

CHAPTER OUTLINE 

The Economics of 
Taxation p. 379 

Taxes: Basic Concepts 

Tax Equity 

What Is the “Best” Tax Base? 

The Gift and Estate Tax 

Tax Incidence: Who 
Pays? p. 387 

The Incidence of Payroll 
Taxes 

The Incidence of Corporate 

Profits Taxes 

The Overall Incidence of 

Taxes in the United 

States: Empirical Evidence 

Excess Burdens and 

the Principle of 
Neutrality p. 393 

How Do Excess Burdens 

Arise? 

The Principle of Second Best 

Measuring Excess 

Burdens p. 397 

Excess Burdens and the 

Degree of Distortion 

tax base The measure or 

value upon which a tax Is 

levied. 

tax rate structure The 

percentage of a tax base that 

must be paid in taxes— 

25 percent of income, for 

example. 

eee) 
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markets 

a FIGURE 19.1 Taxes on Economic “Flows” 

Most taxes are levied on measurable economic flows. For example, a profits, or net income, tax is levied on 

the annual profits earned by corporations. 

TABLE 19.1. Federal Government Receipts 1960-2008 (billions of dollars) 

Individual Corporation Social Insurance Other 
Income Tax Income Tax Payroll Taxes Excise Taxes _ Receipts Total 

1960 40.7 DilES 14.7 HAR ao 92.5 

% 44.0 23.2 15.9 12.6 bs 7 4.2 100 

1970 90.4 32.8 44.4 S67 oO 192.8 

% 46.9 17.0 23.0 8.1 RES 100 
1980 244.1 64.6 157.8 24.3 26.3 i VAN 

% 47.2 PSS 30.1 4.7 Sul 100 

1990 466.9 0335 380.0 3535 $6.2 1,032.0 

% 45.2 P| 36.8 3.4 5.4 100 

2000 1004.5 2073 652.9 68.9 92.0 ZOZSES 

% 49.6 10.2 oa 3.4 4.5 100 

2008 1,246.6 314.9 S272 68.1 105.6 2,662.0 

% 46.8 11.8 34.8 2.6 4.0 100 

Source: United States, Office of Management and Budget. Percentages may not add to 100 due to rounding. 

Proportional, Progressive, and Regressive Taxes All taxes are ultimately paid out 
proportional tax A tax of income. A tax whose burden is the same proportion of income for all households is a 

whose burden is the same proportional tax. A tax of 20 percent on all forms of income, with no deductions or exclusions, 
proportion of income for all is a proportional tax. 

households. A tax that exacts a higher percentage of income from higher-income households than from 
progressive tax A tax lower-income households is a progressive tax. Because its rate structure increases with income, 
whose burden, expressed as a the U.S. individual income tax is a progressive tax. Under current law, a family with a taxable 
percentage of income, income of under $14,000 would pay a tax of 10 percent while a family with an income of 
increases as income increases. $100,000 would pay about 19 percent. 
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A tax that exacts a lower percentage of income from higher-income families than from 
lower-income families is a regressive tax. Excise taxes (taxes on specific commodities such as 
gasoline and telephone calls) are regressive. The retail sales tax is also a regressive tax. Suppose the 
retail sales tax in your state is 5 percent. You might assume that it is a proportional tax because 
everyone pays 5 percent. But all people do not spend the same fraction of their income on taxable 
goods and services. In fact, higher-income households save a larger fraction of their incomes. 
Even though they spend more on expensive things and may pay more taxes in dollars than lower- 
income families, they end up paying a smaller proportion of their incomes in sales tax. 

Table 19.2 shows this principle at work in three families. The lowest-income family saves 
20 percent of its $10,000 income, leaving $8,000 for consumption. With a hypothetical 5 percent 
sales tax, the household pays $400, or 4 percent of total income, in tax. The $50,000 family saves 
50 percent of its income, or $25,000, leaving $25,000 for consumption. With the 5 percent sales 
tax, the household pays $1,250, only 2.5 percent of its total income, in tax. 

TABLE 19.2 The Burden of a Hypothetical 5% Sales Tax Imposed on Three Households 
with Different Incomes 

Saving 5% Tax on Tax asa 
Household Income Rate, % Saving Consumption Consumption % of Income 

A $10,000 20 $ 2,000 $ 8,000 $ 400 4.0 

B 20,000 40 8,000 12,000 600 3.0 

6 $0,000 SO 25,000 25,000 1,250 235 

Marginal versus Average Tax Rates When discussing a specific tax or taxes in general, 
we should distinguish between average tax rate and marginal tax rates. Your average tax rate is 

the total amount of tax you pay divided by your total income. If you earned a total income of 

$15,000 and paid income taxes of $1,500, your average income tax rate would be 10 percent 

($1,500 divided by $15,000). If you paid $3,000 in taxes, your average rate would be 20 percent 

($3,000 divided by $15,000). Your marginal tax rate is the tax rate you pay on any additional 

income you earn. If you take a part-time job and pay an additional $280 in tax on the extra $1,000 

you've earnedyyour marginal tax rate is 28 percent ($280 divided by $1,000). 

Marginal and average tax rates are usually different. The U.S. individual income tax shows 

how and why marginal tax rates can differ. Each year you must file a tax return with the Internal 

Revenue Service on or before April 15. On that form, you first figure out the total tax you are 

responsible for paying. Next, you determine how much was withheld from your income and sent 

to the IRS by your employer. If too much was withheld, you get a refund; if not enough was with- 

held, you have to write a check to the government for the difference. 

In figuring out the total amount of tax you must pay, you first add up all your income. You 

are then allowed to subtract certain items from it. Among the things that virtually all taxpayers 

can subtract are the personal exemption and the standard deduction.' After everything is sub- 

tracted, you are left with taxable income. Taxable income is then subject to a set of marginal rates 

that rise with income. Table 19.3 presents the marginal individual income tax rates for 2007. 

Suppose you are a single taxpayer who earned $100,000 in 2007. It was a very good year! 

During 2007, you had tax withheld by your employer. By April 15, 2008, you had to file a return 

to see if your employer withheld too much or too little. Rushing to meet the deadline, you had to 

do the following calculations, which are summarized in Table 19.4. 

1 Deductions and exemptions have no definition other than they are amounts that you are allowed to subtract from income 

before figuring your tax. In 2007, a single taxpayer could subtract a personal exemption of $3,400. A married couple could sub- 

tract twice that amount plus $3,400 for every dependent child in the family. If your parents claim you as a dependent, you can- 

not claim an exemption for yourself when you file as an individual. Taxpayers in 2007 were also permitted to subtract either a 

standard deduction of $5,350 ($10,700 for a married couple) or itemized deductions if they exceeded $5,350. Expenditures that 

-can be itemized and deducted include extraordinary medical expenses, state and local income and property taxes, mortgage 

interest paid, and charitable contributions. The standard deduction Is larger for those who are over 65 and/or blind. 

381 

regressive tax A tax 

whose burden, expressed as a 

percentage of income, falls as 

income increases. 

average tax rate [Total 

amount of tax paid divided by 

total income. 

marginal tax rate The 
tax rate paid on any additional 

income earned. 
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TABLE 19.3 Individual Income Tax Rates, 2007 

Married Couples Filing Jointly Taxable Income Tax Rate 

$0-15,650 10% 

$15,651-63,700 15% 

$63,701-128,500 25% 

$128,501-195,850 28% 

$195,851-349,700 ; 33% 

More than $349,700 35% 

Single Taxpayer Taxable Income Tax Rate 

$0-7,825 10% 

$7,826-31,850 15% 

$31,851-77,100 25% 

$77,101-160,850 28% 

$160,85 1-349,700 33% 

More than $349,700 35% 

Source: The Internal Revenue Service. 

TABLE 19.4 Tax Calculations for a Single Taxpayer Who Earned $100,000 in 2007 

Total income $ 100,000 

—Personal exemption 3,400 

—Standard deduction eS) 

= Taxable income Se 91e250 

Tax Calculation 

0-$7,825 taxed at 10% = 7,825 x .10 = ; $782.50 

$7,825-$31,850 taxed at 15% ($31,850 — $7,825) x .15 = $24,025 x .15 = $ 3,603.75 

$31,850-$77,100 taxed at 25% = ($77,100 — $31,850) x .25 = $45,250 x .25 = SIMs 2250 

Income over $77,100 taxed at 28% = ($91,250 — $77,100) x .28 = $14,150 x .28 = $ 3,962 

Total tax $19,660.75 

Average tax rate - 19.7% 

Marginal tax rate ss 28% 

First, take your total income, $100,000, and subtract the personal exemption ($3,400) and 

the standard deduction ($5,350), leaving “Taxable Income” of $91,250. To figure the tax, in prin- 

ciple, four separate calculations are involved.’ The first $7,825 is taxed at 10 percent. (See 

Table 19.3). The tax on this amount is simply .10 x $7,825, or $782.50. 

The second “slice” of income, between $7,825 and $31,850, is taxed at 15 percent. The dif- 

ference between $7,825 and $31,850 is $24,025. The tax on this amount is .15 xX $24,025, or 

$3,603.75. The third “slice” of income, between $31,850 and $77,100, is taxed at 25 percent. The 

difference between $31,850 and $77,100 is $45,250. The tax on this amount is .25 x $45,250, or 

$11,312.50. Finally, the last “slice” of income, from $77,100 up to our taxable income of 

$91,250, is taxed at 28 percent. The tax at this amount is .28 x $14,150, or $3,962. Thus, the 

total tax due is $782.50 + $3,603.75 + $11,312.50 + $3,962 = $19,660.75. You now check to see 

if the amount withheld by your employer was too little or too much. If you paid too much, you 
get a refund; if you did not pay enough, you must send Uncle Sam a check for the shortfall by 
April 15. 

You can now see the difference between average and marginal tax rates. Your average rate in 
2007 was $19,660.75 as a percentage of $100,000, or 19.7 percent. But note that any additional 
income that you might have earned up to $160,850 would be taxed at 28 percent because it is 
more income over $77,101. 

~ Taxpayers do not have to do these calculations. Rather, filers simply look up the tax due for their particular income level in the 
tax table that accompanies their tax form package. Many use commercial software such as Turbo Tax. 
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How Much Does a Deduction Save You in Taxes? As you saw in the example, you 
were allowed to subtract $5,350 from your income as a “standard deduction.” However, you may 
be able to do better (that is, pay less tax) if you can come up with “itemized deductions” in excess 
of $5,350. Taxpayers may deduct income taxes paid to a state, charitable contributions to qualify- 
ing Organizations, real estate taxes, and interest paid on a mortgage to finance the purchase of a 
home, as well as other items. 

For many taxpayers, itemized deductions are much higher than the standard deduction. Let’s 
say that you paid $7,700 in interest on your condo loan in 2007. Your local property tax on the 
condo was $2,300, you paid state income taxes of $3,800, and gave $2,000 to your church. Your total 
deductions are equal to $15,800, which is $10,450 more than the standard deduction of $5,350. 

As a result, your taxable income is reduced by $10,450 from $91,250 (see Table 19.4) to 
$80,800. Now if you figure the tax on $80,800, it is $16,734.75 instead of $19,660.75. You can 
work through the calculations in Table 19.4 to verify this. Your taxes have been reduced by $2,926. 

If you perform the calculations, you will see that the only thing that has changed is the amount of 

income taxed at the 28 percent rate. By increasing the amount that you deduct by $10,450, you 

reduce your taxes by exactly 28 percent of that amount. That is, your tax savings is $2,926, which 

is 28 percent of $10,450. 

Note that because marginal dollars of income are subject to a 28 percent tax rate, any reduc- 

tion of your taxable income through an additional deduction saves you a tax of 28 percent of that 

amount. If you were to give an extra $1,000 to the Red Cross, a qualifying charity, you would save 

$280 (28 percent) in taxes. 

Some people complain that high-income households receive a bigger benefit from deduc- 

tions. For example, if a single person with very high income—let’s say over $400,000—gave the 

same contribution of $1,000, she would save $350 (35 percent in taxes). The highest rate applied 

to income in the highest bracket is 35 percent. If another person had a taxable income of only 

$20,000, the same $1,000 charitable contribution would save her only $150 because she would 

face a marginal rate of only 15 percent. 

This example gives you a taste of the U.S. Individual Income Tax. It is a very complex tax, and 

most people need help in figuring out how to comply with the law. One of the top priorities of 

each of the past five presidents of the United States has been to simplify the tax code, and while 

the Tax Reform Act of 1986 made some progress, the code seems to get more complex with every 

Passing year. 
Part of the reason taxes are such a political issue is because people differ in how they 

define fairness. But people also differ in the effect they think different tax structures will have 

on behavior of the people and institutions in the economy. Here the distinction we have 

made between marginal and average tax rates plays a big role. Suppose you have a job with a 

salary of $100,000 per year and you have the opportunity to work a little harder and earn 

another $1,000. With no taxes at all, your efforts reward you with the full $1,000. With a mar- 

ginal tax rate of 28 percent, your increased efforts give you an added $720. In some European 

countries, marginal tax rates are in excess of 50 percent, meaning that the majority of the 

gains from the incremental $1,000 go to the government. At least some economists believe 

that individuals react to high marginal tax rates by working less. Notice that the relevant rate 

is the marginal tax rate—the rate charged on the incremental earnings—and not the average 

rate. In the area of charitable giving, some economists have found that increasing the mar- 

ginal tax rate increases charitable giving by making it “cheaper” to give. Changes in the mar- 

ginal tax rate facing corporations can also affect their investment levels and even their 

location decisions. 

Tax Equity 
= : benefits-received 

One of the criteria for evaluating the economy that we defined in Chapter 1 (and returned to in eeincinlene ice ey 

Chapter 18) was fairness, or equity. Everyone agrees that tax burdens should be distributed fairly, ear eeahaldine shave Monee 

that all of us should pay our “fair share” of taxes, but there 1s endless debate about what consti- 4 oid contribute to 

tutes a fair tax system. 
government (in the form of 

One theory of fairness is called the benefits-received principle. Dating back to the taxes) in proportion to the 

eighteenth-century economist Adam Smith and earlier writers, the benefits-received principle benefits they receive from 

holds that taxpayers should contribute to government according to the benefits they derive _ public expenditures. 
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ability-to-pay 
principle A theory of 

taxation holding that citizens 

should bear tax burdens in line 

with their ability to pay taxes. 

from public expenditures. This principle ties the tax side of the fiscal equation to the expenditure 

side. For example, the owners and users of cars pay gasoline and automotive excise taxes, which are 

paid into the Federal Highway Trust Fund to build and maintain the federal highway system. The 

beneficiaries of public highways are thus taxed in rough proportion to their use of those highways. 

The difficulty with applying the benefits principle is that many public expenditures are for 

public goods—national defense, for example. The benefits of public goods fall collectively on all 

members of society, and there is no way to determine what value individual taxpayers receive 

from them. 

A different principle, and one that has dominated the formulation of tax policy in the United 

States for decades, is the ability-to-pay principle. This principle holds that taxpayers should 

bear tax burdens in line with their ability to pay. Here the tax side of the fiscal equation is viewed 

separately from the expenditure side. Under this system, the problem of attributing the benefits 

of public expenditures to specific taxpayers or groups of taxpayers is avoided. 

Horizontal and Vertical Equity If we accept the idea that ability to pay should be the 
basis for the distribution of tax burdens, two principles follow. First, the principle of horizontal 

equity holds that those with equal ability to pay should bear equal tax burdens. Second, the prin- 

ciple of vertical equity holds that those with greater ability to pay should pay more. 

Although these notions seem appealing, we must have answers to two interdependent ques- 

tions before they can be meaningful. First, how is ability to pay measured? What is the “best” tax 

base? Second, if A has a greater ability to pay than B, how much more should A contribute? 

What is the “Best” Tax Base? 

The three leading candidates for best tax base are income, consumption, and wealth. Before we 

consider each as a basis for taxation, let us see what they mean. 

Income—to be precise, economic income—is anything that enhances your ability to com- 

mand resources. The technical definition of economic income is the value of what you consume 

plus any change in the value of what you own: 

Economic Income = Consumption + Change in Net Worth 

This broad definition is essentially consumption + saving, but it includes many items not 

counted by the Internal Revenue Service and some items the Census Bureay does not include in 

its definition of “money income.” Economic income includes all money receipts, whether from 

employment, interest on savings, dividends, profits, or transfers from the government. It also 

includes the value of benefits not received in money form, such as medical benefits, employer 
retirement contributions, paid country club memberships, and so on. Increases or decreases in 
the value of stocks or bonds, whether or not they are “realized” through sale, are part of economic 
income. For income tax purposes, capital gains (increases in the value of assets, like shares of 
stock) count as income only when they are realized; but for purposes of defining economic 
income, all increases in asset values count, whether they are realized or not. 

A few other items that we do not usually think of as income are included in a comprehensive 
definition of income. If you own your house outright and live in it rent free, income flows from 
your house just as interest flows from a bond or profit from a share of stock. By owning the 
house, you enjoy valuable housing benefits for which you would otherwise have to pay rent. You 
are your own landlord, and you are, in essence, earning your own rent. Other components of eco- 
nomic income include any gifts and bequests received and food grown at home. In economic 
terms, income is income regardless of source and use. 

Consumption is the total value of goods and services that a household consumes in a given period. 
Wealth, or net worth, is the value of all the goods and services you own after your liabilities 

are subtracted. If today you were to sell everything of value you own—stocks, bonds, houses, cars, 
and so on—at their current market prices and pay off all your debts—loans, mortgages, and so 
on—you would end up with your net worth. 

Net worth = Assets — Liabilities 



CHAPTER 19 Public Finance: The Economics of Taxation 385 

Remember, income and consumption are flow measures. We speak of income per month or 
per year. Wealth and net worth are stock measures at a point in time. 

For years, conventional wisdom among economists held that income was the best measure of 
_ ability to pay taxes. Many who believe that consumption is a better measure have recently chal- 
lenged that assumption. The following arguments are not just arguments about fairness and abil- 
ity to pay; they are also arguments about the best base for taxation. 

Remember as you proceed that the issue is which base is the best base, not which tax is the best tax 
or whether taxes ought to be progressive or regressive. Sales taxes are regressive, but it is possible to 
have a personal consumption tax that is progressive. Under such a system, individuals would report 
their income as they do now, but all documented saving would be deductible. The difference between 
income and saving is a measure of personal consumption that could be taxed with progressive rates. 

Consumption as the Best Tax Base The view favoring consumption as the best tax 
base dates back to at least the seventeenth-century English philosopher Thomas Hobbes, who 
argued that people should pay taxes in accordance with “what they actually take out of the com- 

mon pot, not what they leave in.” The standard of living, the argument goes, depends not on 

income, but on how much income is spent. If we want to redistribute well-being, therefore, the 

tax base should be consumption because consumption is the best measure of well-being. 
A second argument with a distinguished history dates back to work done by Irving Fisher in 

the early part of the last century. Fisher and many others have argued that a tax on income discour- 

ages saving by taxing savings twice. A story told originally by Fisher illustrates this theory nicely.’ 

Suppose Alex builds a house for Frank. In exchange, Frank pays Alex $10,000 and gives him an 

orchard containing 100 apple trees. Alex spends the $10,000 today, but he saves the orchard, and 

presumably he will consume or sell the fruit it bears every year in the future. At year’s end, the state 

levies a 10 percent tax on Alex’s total income, which includes the $10,000 and the orchard. First, the 

government takes 10 percent of the $10,000, which is 10 percent of Alex’s consumption. Second, it 

takes 10 percent of the orchard—10 trees—which is 10 percent of Alex’s saving. If this is all the gov- 

ernment did, there would be no double taxation of saving. If, however, the income tax is also levied 

the following year, Alex will be taxed on the income generated by the 90 trees that he still owns. If 

the income tax is levied in the year after that, Alex will again be taxed on the income generated by his 
orchard, and so on. The income tax is thus taxing Alex’s saving more than once. To tax the orchard 

fairly, the system should take 10 percent of the trees or 10 percent of the fruit going forward—but 

not both! To avoid the double taxation of savings, either the original savings of 100 trees should not 

be taxed or the income generated from the after-tax number of trees (90) should not be taxed. 
The same logic can be applied to cash savings. Suppose the income tax rate is 25 percent and you 

earn $20,000. Out of the $20,000, you consume $16,000 and save $4,000. At the end of the year, you 

owe the government 25 percent of your total income, or $5,000. You can think of this as a tax of 25 per- 

cent on consumption ($4,000) and 25 percent on savings ($1,000). Why, then, do we say that the 

income tax is a double tax on savings? To see why, you have to think about the $4,000 that is saved. 

If you save $4,000, you will no doubt put it to some use. Saving possibilities include putting 

it in an interest-bearing account or buying a bond. If you do either, you will earn interest that you 

can consume in future years. In fact, when we save and earn interest, we are spreading some of 

our present earnings over future years of consumption. Just as the orchard yields future fruit, the 

bond yields future interest, which is considered income in the year it is earned and is taxed as 

such. The only way you can earn that future interest income is by leaving your money tied up in 

the bond or the account. You can consume the $4,000 today, or you can have the future flow of 

interest; you can’t have both. Yet both are taxed! 

Taxing consumption is also more efficient than taxing income. As you will see later, a tax that 

distorts economic choices creates excess burdens. By double-taxing savings, an income tax distorts 

the choice between consumption and saving, which is really the choice between present con- 

sumption and future consumption. Double-taxing also tends to reduce the saving rate and the 

rate of investment—and ultimately the rate of economic growth. 

Income as the Best Tax Base Your ability to pay is your ability to command resources, 

and many argue that your income is the best measure of your capacity to command resources 

today. According to proponents of income as a tax base, you should be taxed not on what you 

3 Irving Fisher and Herbert Fisher, Constructive Income Taxation: A Proposal for Reform (New York: Harper, 1942), Ch. 8, p. 56. 
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estate The property thata 

person owns at the time of his 

or her death. 

estate tax Ataxonthe 

total value of a person’s estate. 

actually draw out of the common pot, but rather on the basis of your ability to draw from that 

pot. In other words,-your decision to save or consume is no different from your decision to buy 

apples, to go out for dinner, or to give money to your mother. It is your income that enables you 

to do all these things, and it is income that should be taxed, regardless of its sources and regard- 

less of how you use it. Saving is just another use of income. 

If income is the best measure of ability to pay, the double taxation argument doesn’t hold 

true. An income tax taxes savings twice only if consumption is the measure used to gauge a per- 

son’s ability to pay. It does not do so if income is the measure used. Acquisition of the orchard 

enhances your ability to pay today; a bountiful crop of fruit enhances your ability to pay when it 

is produced. Interest income is no different from any.other form of income; it too enhances your 

ability to pay. Taxing both is thus fair. 

Wealth as the Best Tax Base _ Still others argue that the real power to command resources 

comes not from any single year’s income, but from accumulated wealth. Aggregate net worth in 

the United States is many times larger than aggregate income. 
If two people have identical annual incomes of $10,000 but one of them also has an accumu- 

lated net worth of $1 million, is it reasonable to argue that these two people have the same ability 

to pay or that they should pay equal taxes? Most people would answer no. 

Those who promote a wealth-based system also argue that the only real way to redistribute 

economic power is to tax the very high concentrations of wealth. Of course, it is important to 

note that if income is already taxed, a wealth tax, in essence, taxes the same dollars again. 

No Simple Answer Recall that these arguments are about the definition of “horizontal 

equity”: What is the single best measure of ability to pay? In fact, policy debates about the system 

of taxes in the United States or in any other country involve much more. Virtually every country 

in the world has a system of taxation that taxes all three bases. In the United States, for example, 

there are sales and excise taxes (consumption taxes), the Federal Gift and Estate Tax (a wealth 

tax), the Individual Income Tax, and the local property tax (another wealth tax). 

It is important to point out that for many U.S. taxpayers, the Individual Income Tax is prob- 

ably closer to being a consumption tax than an income tax since much of household savings can 

be deducted from income before the tax is figured. The tax code (or law) is full of subsidies and 

incentives. Among the most significant incentives built into the system are provisions designed to 
encourage people to save. For example, an important exclusion from income for purposes of 

defining the income tax base is employers’ contributions to employee pension accounts. For many 

workers, retirement is in part financed by payments from pension funds. As long as a person is 

working, many employers will make deposits or match employee deposits to*retirement or pen- 

sion accounts. Those contributions are part of a household’s economic income and part of house- 

hold savings, but they are not taxed. Recall that income is essentially consumption plus savings 

(change in net worth). In addition, deposits to specific kinds of accounts (such as Individual 

Retirement Accounts, or IRAs) can be excluded from income for tax purposes. A good portion of 

capital gains income (increases in the value of things that a household owns), such as increases in 

the value of corporate stocks or houses, is left out of the base or taxed at lower rates. 
There is ongoing debate in the United States about whether it would be better to shift toward 

a more comprehensive consumption tax. In the fall of 2005, President Bush’s Advisory Panel on 
Federal Tax Reform presented its report on reforming and simplifying the nation’s tax code. The 
commission stopped short of full implementation of a consumption tax such as a national sales 
tax or a version of a national sales tax called a value-added tax (VAT) that is popular in Europe. 
But the panel did recommend moving to a system that rewards saving and discourages consump- 
tion more than the current one. An important goal of the commission was to recommend ways of 
simplifying the code. 

The Gift and Estate Tax 

One of the oldest and most common forms of taxation in the world is the taxation of property 
held by an individual at the time of his or her death. The property owned at the time of a person’s 
death is called the person’s estate. An estate tax is a tax on the total value of a person’s estate 
regardless of how it is distributed. The United States levies a Gift and Estate Tax on gifts made 
over a person’s lifetime and the value of the person’s estate. The Federal Gift and Estate Tax, 
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ECONOMICS IN PRACTICE 

The Gift and Estate Tax: A Call to 
Restore It in 2007 
The Federal Gift and Estate Tax has been in the 
process of being phased out since 2001. Unable to 
agree on a final bill, Congress put off a decision until 
2010, when the tax will revert back to the 2001 rules. 
During the next two years, Congress will once again 

address the question of repealing the tax altogether 
or reducing it by raising the amount of wealth that 

can be passed down to others as a gift or at death 
without a tax. 

In the middle of the debate, the second richest person in the world (at least according 

to Fortune magazine), Warren Buffett, added his voice to those who are against an out- 
right repeal. 

Buffett Tells Congress to Keep Estate Tax 

Wall Street Journal 

For years, Warren Buffet has been urging Congress to keep the federal estate tax. Now, 

he’s suggesting how the government should use the money: a $1,000 annual tax credit 

for the 23 million U.S. households with incomes under $20,000. 

The billionaire investing guru told the Senate Finance Committee that many of those 

families face a marginal payroll tax rate of 15.3%, higher than the current top rate on 

capital gains, dividends and carried interest for assets held long term. In contrast, 

repealing the estate tax would help families of the richest Americans who have seen their 

wealth take off like a “rocket ship” in the last two decades. 

Buffett noted that of 2.4 million Americans who died last year, only about 12,000 paid 

estate tax, assessed on an individual’s net worth at death. “You’d have to attend 

i 200 funerals to be at one” where an estate tax was owed, Buffett said. 

Source: John Godfrey, November 15, 2007. 

| which raises less than 2 percent of total tax revenues, is scheduled to be phased out in 2010. The 

law phasing out the Gift and Estate Tax was passed by Congress in 2001. The law gradually raises 

what is called the unified credit each year until 2010, when the tax is no longer paid. What is 

strange is that if Congress and the president do not formally extend the law shutting down the 

Gift and Estate Tax, it will come back automatically in its pre-2001 form. Most find this outcome 

to be unlikely. In fact, the House of Representatives voted to repeal the tax in 2005. 

Some are strongly opposed to the elimination of the Gift and Estate Tax on the grounds that 

it is an important progressive element in the tax code. As of 2008, the unified credit effectively 

exempts estates from the tax that are under $2 million. Critics say that elimination of the tax will 

significantly reduce federal revenues precisely when the federal government is having fiscal prob- 

lems. Those who favor elimination point to the fact that the tax reduces the incentive to save— 

and thus the nation’s saving rate. They also argue that taxing accumulated income that has 

already been taxed is yet again a form of double taxing. 

Tax Incidence: Who Pays? 

When a government levies a tax, it writes a law assigning responsibility for payment to specific 

people or specific organizations. To understand a tax, we must look beyond those named in the 

law as the initial taxpayers. 



388 PARTI Market Imperfections and the Role of Government 

— 

tax incidence The 

ultimate distribution of a tax 

burden. 

sources side/uses 

side The impact of a tax 

may be felt on one or the other 

or on both sides of the income 

equation. A tax may cause net 
income to fall (damage on the 

sources side), or it may cause 

prices of goods and services to 

rise so that income buys less 

(damage on the uses side). 
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behavior and do something to 

avoid paying a tax. 

First, remember the principle of tax analysis: The burden of a tax is ultimately borne by indi- 

viduals or households; institutions such as business firms and colleges have no real taxpaying 

capacity. Taxes paid by a firm ultimately fall on customers or owners or workers. Second, the bur- 

den of a tax is not always borne by those initially responsible for paying it. Directly or indirectly, 

tax burdens are often shifted to others. When we speak of the incidence of a tax, we are referring 

to the ultimate distribution of its burden. 

The simultaneous reactions of many households and/or firms to the presence of a tax may 

cause relative prices to change, and price changes affect households’ well-being. Households may 

feel the impact of a tax on the sources side or on the uses side of the income equation. (We use the 

term income equation because the amount of income from all sources must be equal to the 

amount of income allocated to all uses—including saving—in-a given period.) On the sources 

side, a household is hurt when the net wages or profits that it receives fall; on the uses side, a 

household is hurt when the prices of the goods and services that it buys rise. If your wages remain 

the same but the price of every item that you buy doubles, you are in the same position you would 

have been in if your wages had been cut by 50 percent and prices hadn’t changed. In short, the 

imposition of a tax or a change in a tax can change behavior. Changes in behavior can affect sup- 

ply and demand in markets and cause prices to change. When prices change in input or output 

markets, some households are made better off and some are made worse off. These final changes 

determine the ultimate burden of the tax. 
Tax shifting takes place when households can alter their behavior and do something to 

avoid paying a tax. Such shifting is easily accomplished when only certain items are singled out 

for taxation. Suppose a heavy tax were levied on bananas. Initially, the tax would make the price 

of bananas much higher, but there are many potential substitutes for bananas. Consumers can 

avoid the tax by not buying bananas, and that is what many will do. But as demand drops, the 

market price of bananas falls and banana growers lose money. The tax shifts from consumers to 

the growers, at least in the short run. 

A tax such as the retail sales tax, which is levied at the same rate on all consumer goods, is 

harder to avoid. The only thing consumers can do to avoid such a tax is to consume less of every- 

thing. If consumers consume less, saving will increase, but otherwise there are few opportunities 

for tax avoidance and therefore for tax shifting. Broad-based taxes are less likely to be shifted and 

more likely to “stick” where they are levied than “partial taxes” are. 

The Incidence of Payroll Taxes ‘ 
a 

In 2008, about 35 percent of federal revenues came from social insurance taxes, also called payroll 

taxes. The revenues from payroll taxes go to support Social Security, unemployment compensa- 

tion, and other health and disability benefits for workers. (These are discussed in Chapter 18.) 

Some of these taxes are levied on employers as a percentage of payroll, and some are levied on 

workers as a percentage of wages or salaries earned. 
To analyze the payroll tax, let us take a tax levied on employers and sketch the reactions that 

are likely to follow. When the tax is first levied, firms find that the price of labor increases. Firms 
may react in two ways. First, they may substitute capital for the now more-expensive labor. 
Second, higher costs and lower profits may lead to a cut in production. Both reactions mean a 
lower demand for labor. Lower demand for labor reduces wages, and part of the tax is thus passed 
on (or shifted to) the workers, who end up earning less. The extent to which the tax is shifted to 
workers depends on how workers can react to the lower wages. 

We can develop a more formal analysis of this situation with a picture of the market before 
the tax is levied. Figure 19.2 shows equilibrium in a hypothetical labor market with no payroll 
tax. Before we proceed, we should review the factors that determine the shapes of the supply and 
demand curves. 

Labor Supply and Labor Demand Curves in Perfect Competition: A 
Review Recall that the demand for labor in perfectly competitive markets depends on its 
productivity. As you saw in Chapter 10, a perfectly competitive, profit-maximizing firm will 
hire labor up to the point at which the market wage is equal to labor’s marginal revenue 
product. The shape of the demand curve for labor shows how responsive firms are to changes 
in wages. 
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Recall from Chapter 6 that household behavior and thus the shape of the labor supply curve 

depend on the relative strengths of income and substitution effects. The labor supply curve repre- 

sents the reaction of workers to changes in the wage rate. Household behavior depends on the 

after-tax wage that workers actually take home per hour of work. In contrast, labor demand is a 

function of the full amount that firms must pay per unit of labor, an amount that may include a tax 

if it is levied directly on payroll, as it is in our example. Such a tax, when present, drives a “wedge” 
between the price of labor that firms face and take-home wages. 

Imposing a Payroll Tax: Who Pays? In Figure 19.2, there were no taxes and the wage 
that firms paid was the same as the wage that workers took home. At a wage of W,, quantity of labor 

supplied and quantity of labor demanded were equal and the labor market was in equilibrium.* 

But suppose employers must pay a tax of $T per unit of labor. Figure 19.3 shows a new curve 

that is parallel to the supply curve but above it by a distance T. The new curve, S,, shows labor 

supply as a function of what firms pay. Note that S, is not really a new supply curve. Supply is still 

determined by what workers take home. S, simply adds T to the supply curve. Regardless of how 

the ultimate burden of the tax is shared, there is a difference between what firms pay and what 

workers take home. 
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4 Although the supply curve has a positive slope, that slope implies nothing about the actual shape of the labor supply curve in 

the United States. 
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4 FIGURE 19.2 

Equilibrium in a 
Competitive Labor 
Market—No Taxes 

With no taxes on wages, the 
wage that firms pay is the same 
as the wage that workers take 

home. At a wage of W,, the 
quantity of labor supplied and 
the quantity of labor demanded 
are equal. 

4 FIGURE 19.3 

Incidence of a Per-Unit 

Payroll Tax in a Perfectly 

Competitive Labor 
Market 

With a tax on firms of $7 per unit 

of labor hired, the market will 

adjust, shifting the tax partially to 

workers. When the tax is levied, 

firms must first pay W, + T. This 

reduces the labor demand to L,,. 

The result is excess supply, which 
pushes wages down to W, and 

passes some of the burden of the 

tax on to workers. 
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> FIGURE 19.4 

Payroll Tax with Elastic 
(a) and Inelastic 
(b) Labor Supply 
The ultimate burden of a payroll 

tax depends on the elasticities of 
labor supply and labor demand. 
For example, if supply is relatively 

elastic, as in part a, the burden 

falls largely on employers; if the 

supply is relatively inelastic, as in 

part b, the burden falls largely on 
workers. 

If the initial wage is W, per hour, firms will face a price of Wy + T per unit of labor 

immediately after the tax is levied. Workers still receive only Wp, however. The higher wage 

rate—that is, the higher price of labor that firms now face—reduces the quantity of labor 
demanded from L, to Ly and the firms lay off workers. Workers initially still receive Wo, so 

that amount of labor supplied does not change, and the result is an excess supply of labor 

equal to (Ly) — Ly). 

The excess supply applies downward pressure to the market wage, and wages fall, shifting 

some of the tax burden onto workers. The issue is how far wages will fall. Figure 19.3 shows that 

a new equilibrium is achieved at W,, with firms paying W, + T. When workers take home W,, 

they supply L, units of labor. If firms must pay W, + T, they will demand L, units of labor, and 

the market clears. Quantity supplied again equals quantity demanded. 

In this case, then, employers and employees share the burden of the payroll tax. Initially, firms 

paid W); after the tax, they pay W, + T. Initially, workers received W); after the tax, they end up with 

the lower wage W,,. Total tax collections by the government are equal to T x L,. Geometrically, tax 

collections are equal to the entire shaded area in Figure 19.3. The workers’ share of the tax burden is 

the lower portion, (W, — W,) x L,. The firms’ share is the upper portion, [(W, + T) — W,] x L). 

The relative sizes of the firms’ share and the workers’ share of the total tax burden depend on 

the shapes of the demand and supply curves. Figure 19.4, parts a and b, show that the ultimate 

burden of a payroll tax depends, at least in part, on the elasticity of labor supply. If labor supply is 

very elastic (that is to say, responsive to price), take-home wages do not fall very much and work- 

ers bear only a small portion of the tax. But if labor supply is inelastic, or unresponsive to price, 

most of the burden is borne by workers. Workers bear the bulk of the burden of a payroll tax if 

labor supply is relatively inelastic, and firms bear the bulk of the burden of a payroll tax if labor 
supply is relatively elastic. 
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Empirical studies of labor supply behavior in the United States suggest that for most of the work- 
force, the elasticity of labor supply is close to zero. Therefore; most of the payroll tax in the United 
Statesis probably borne by workers. The result would be exactly the same if the tax were initially levied 
on workers rather than on firms. Go back to the equilibrium in Figure 19.3 on p. 389, with wages at 
Wo: But now assume that the tax of $T per hour is levied on workers rather than firms. The burden 
will end up being shared by firms and workers in the exact same proportions. Initially, take-home wages 

will fall to W, — T. Workers will supply less labor, creating excess demand and pushing market wages 
up. That shifts part of the burden back to employers. The “story” is different, but the result is the same. 

Table 19.5 presents an estimate of the incidence of payroll taxes (Social Security taxes) in the 
United States in 2007. This estimate assumes that both the employers’ share and employees’ share 
of the payroll taxes are ultimately borne by employees. 

TABLE 19.5 Estimated Incidence of Payroll Taxes in the United 

: 

States in 2007 

Population Ranked by Income Tax as a % of Total Income 

Bottom 20% “os) 

Second 20% 9.9 

Third 20% 10.6 

Fourth 20% 11.4 

Top 20% 8.0 

Top 10% 6.3 

Top 5% Sl 

Top 1% 2s9) 

Source: Authors’ estimate. 

The payroll tax is regressive at the top income levels for two reasons. First, in 2007, most of the tax 

(6.2 percent of total wage and salary income levied on both employers and employees) did not apply 

to wages and salaries above $97,500. The remainder of the total 7.65 percent tax—1.45 percent— 

applied to all wage and salary income. Second, wages and salaries fell as a percentage of total income as 

we move up the income scale. Those with higher incomes earn a larger portion of their incomes from 

profits, dividends, rents, and so on, and these kinds of income are not subject to the payroll tax. 

Some economists dispute the conclusion that the payroll tax is borne entirely by wage earn- 

ers. Even if labor supply is inelastic, some wages are set in the process of collective bargaining 

between unions and large firms. If the payroll tax results in a higher gross wage in the bargaining 

process, firms may find themselves faced with higher costs. Higher costs either reduce profits to 

owners or are passed on to consumers in the form of higher product prices. 

The Incidence of Corporate Profits Taxes 

Another tax that requires careful analysis is the corporate profits tax that is levied by the federal gov- 

ernment as well as by most states. The corporate profits tax or corporation income tax, is a tax on the 

profits of firms that are organized as corporations. Corporations are firms granted limited liability sta- 

tus by the government. Limited liability means that shareholders/owners can lose only what they have 

invested. The owners of partnerships and proprietorships do not enjoy limited liability and do not pay 

this tax; rather, they report their firms’ income directly on their individual income tax returns. 

We can think of the corporate tax as a tax on capital income, or profits, in one sector of the 

economy. For simplicity, we assume that there are only two sectors of the economy, corporate and 

noncorporate, and only two factors of production, labor and capital. Owners of capital receive 

profits, and workers (labor) are paid a wage. 

Like the payroll tax, the corporate tax may affect households on the sources or the uses side 

of the income equation. The tax may affect profits earned by owners of capital, wages earned by 

workers, or prices of corporate and noncorporate products. Once again, the key question is how 

large these changes are likely to be. 

When first imposed, the corporate profits tax initially reduces net (after-tax) profits in the 

corporate sector. Assuming the economy was in long-run equilibrium before the tax was levied, 

firms in both the corporate and noncorporate sectors were earning a normal rate of return; there 
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was no reason to expect higher profits in one sector than in the other. Suddenly, firms in the cor- 

porate sector become significantly less profitable as a result of the tax. (In 2007, for example, the 

tax rate applicable to most corporations was 35 percent.) 

In response to these lower profits, capital investment begins to favor the nontaxed sector because 

after-tax profits are higher there. Firms in the taxed sector contract in size or (in some cases) go out 

of business, while firms in the nontaxed sector expand and new firms enter its various industries. As 

this happens, the flow of capital from the taxed to the nontaxed sector reduces the profit rate in the 

nontaxed sector: More competition springs up, and product prices are driven down. Some of the tax 

burden shifts to capital income earners in the noncorporate sector, who end up earning lower profits. 

As capital flows out of the corporate sector in-response to lower after-tax profits, the profit 

rate in that sector rises somewhat because fewer firms means less supply, which means higher 

prices, and so on. Presumably, capital will continue to favor the nontaxed sector until the after- 

tax profit rates in the two sectors are equal. Even though the tax is imposed on just one sector, it 

eventually depresses after-tax profits in all sectors equally. 

Under these circumstances, the products of corporations will probably become more expen- 

sive and products of proprietorships and partnerships will probably become less expensive. But 

because almost everyone buys both corporate and noncorporate products, these excise effects 

(that is, effects on the prices of products) are likely to have a minimal impact on the distribution 

of the tax burden. In essence, the price increases in the corporate sector and the price decreases in 

the noncorporate sector cancel each other out. 

Finally, what effect does the imposition of a corporate income tax have on labor? Wages 

could actually rise or fall, but the effect is not likely to be large. Taxed firms will have an incentive 

to substitute labor for capital because capital income is now taxed. This could benefit labor by 

driving up wages. In addition, the contracting sector will use less labor and capital, but if the 

taxed sector is the capital-intensive corporate sector, the bulk of the effect will be felt by capital. 

The price of capital will fall more than the price of labor. 

The Burden of the Corporate Tax The ultimate burden of the corporate tax appears to 
depend on several factors: the relative capital/labor intensity of the two sectors, the ease with which 

capital and labor can be substituted in the two sectors, and elasticities of demand for the products of 

each sector. In 1962, economist Arnold Harberger, then of the University of Chicago, analyzed this and 

concluded that owners of corporations, proprietorships, and partnerships all bear the burden of the 

corporate tax in rough proportion to profits, even though it is directly levied only on corporations. 

Harberger also found that wage effects of the corporate tax were small and“that excise effects, as 
we just noted, probably cancel each other out. x 

Although most economists accept Harberger’s view of the corporate tax, there are arguments 

against it. For example, a profits tax on a monopoly firm earning above-normal profits is not 
shifted to other sectors unless the tax drives profits below the competitive level. 

You might be tempted to conclude that because monopolists can control market price, they 
will simply pass on the profits tax in the form of higher prices to consumers of monopoly prod- 
ucts. But theory predicts just the opposite: that the tax burden will remain with the monopolist. 

Remember that monopolists are constrained by market demand. That is, they choose the com- 
bination of price and output that is consistent with market demand and that maximizes profit. If a 
proportion of that profit is taxed, the choice of price and quantity will not change. Why not? Quite 
simply, if you behave so as to maximize profit and then I come and take half of your profit, you 
maximize your half by maximizing the whole, which is exactly what you would do in the absence of 
the tax. Thus, your price and output do not change, the tax is shifted, and you end up paying the 
tax. In the long run, capital will not leave the taxed monopoly sector, as it did in the competitive 
case. Even with the tax, the monopolist is earning higher profits than are possible elsewhere. 

The great debate about whom the corporate tax hurts illustrates the advantage of broad- 
based direct taxes over narrow-based indirect taxes. Because it is levied on an institution, the cor- 
porate tax is indirect, and therefore it is always shifted. Furthermore, it taxes only one factor 
(capital) in only one part of the economy (the corporate sector), The income tax, in contrast, 
taxes all forms of income in all sectors of the economy and is virtually impossible to shift. It is dif- 
ficult to argue that a tax is a good tax if we can’t be sure who ultimately ends up paying it. 

> Arnold Harberger, “The Incidence of the Corporate Income Tax,” Journal of Political Economy, LXX, June 1962. 
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Table 19.6 presents an estimate of the actual incidence of the U.S. corporate income tax in 
2007. The burden of the corporate income tax is clearly progressive because profits and capital 
income make up a much bigger part of the incomes of high-income households. 

) TABLE 19.6 Estimated Burden of the U.S. Corporation Income Tax in 2007 

Population Ranked by Income Corporate Tax Burden as a % of Total Income 

Bottom 20% slop 
Second 20% ileal 
Third 20% eS 
Fourth 20% 1.6 
Top 20% 4.7 
Top 10% 5.6 

Top 5% 7.3 
Top 1% 9.0 

Source: Authors’ estimate. 

The Overall Incidence of Taxes in the United States: 
Empirical Evidence 

Many researchers have done complete analyses under varying assumptions about tax incidence, and in 

most cases their results are similar. State and local taxes (with sales taxes playing a big role) seem as a 

group to be mildly regressive. Federal taxes, dominated by the individual income tax but increasingly 

affected by the regressive payroll tax, are mildly progressive. The overall system is mildly progressive. 

Excess Burdens and the Principle of Neutrality 
You have seen that when households and firms make decisions in the presence of a tax that differ 

from decisions they would make in its absence, the burden of the tax can be shifted from those for 

whom it was originally intended. Now we can take the same logic one step further. When taxes 

distort economic conditions, they impose burdens on society that, in aggregate, exceed the rev- 

enue collected by the government. 
The amount by which the burden of a tax exceeds the total revenue collected by the govern- 

ment is called the excess burden of the tax. The total burden of a tax is the sum of the revenue 

collected from the tax and the excess burden created by the tax. Because excess burdens are a form 

of waste, or lost value, tax policy should be written to minimize them. (Excess burdens are also 

called deadweight losses.) 
The size of the excess burden imposed by a tax depends on the extent to which economic 

decisions are distorted. The general principle that emerges from the analysis of excess burdens is 

the principle of neutrality. Ceteris paribus, or all else equal,’ a tax that is neutral with respect to 

economic decisions is preferred to one that distorts economic decisions. 

In practice, all taxes change behavior and distort economic choices. A product-specific 

excise tax raises the price of the taxed item, and people can avoid the tax by buying substitutes. 

An income tax distorts the choice between present and future consumption and between work 

and leisure. The corporate tax influences investment and production decisions—investment is 

diverted away from the corporate sector, and firms may be induced to substitute labor for capital. 

How Do Excess Burdens Arise? 

The idea that a tax can impose an extra cost, or excess burden, by distorting choices can be illustrated 

by example. Consider a perfectly competitive industry that produces an output, X, using the technol- 

ogy shown in Figure 19.5. Using technology A, firms can produce | unit of output with 7 units of 

© The phrase ceteris paribus (all else equal) is important. In judging the merits of a tax or a change in tax policy, the degree of 

neutrality is only one criterion among many, and it often comes into conflict with others. For example, tax A may impose a 

larger excess burden than tax B, but society may deem A more equitable. 

excess burden The 

amount by which the burden 

of a tax exceeds the total 

revenue collected. Also called 

deadweight loss. 

principle of neutrality 

All else equal, taxes that are 

neutral with respect to 

economic decisions (that Is, 

taxes that do not distort 

economic decisions) are 

generally preferable to taxes 

that distort economic 

decisions. Taxes that are not 

neutral impose excess burdens. 
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> FIGURE 19.5 

Firms Choose the 

Technology That 

Minimizes the Cost of 

Production 

If the industry is perfectly 
competitive, long-run equilibrium 
price will be $20 per unit of X. If 
1,000 units of X are sold, 

consumers will pay a total of 

$20,000 for Xx. 

> FIGURE 19.6 

Imposition of a Tax on 
Capital Distorts the 
Choice of Technology 
If the industry is perfectly com- 

petitive, price will be $26 per 
unit of X when a tax of $1 per 

unit of capital is imposed. If 
technology B is used and if we 
assume that total sales remain 

at 1,000 units, total tax collec- 

tions will be 1,000 x 4 x $1 = 

$4,000. But consumers will pay 
a total of $26,000 for the 

good—$6,000 more than before 
the tax. Thus, there is an excess 

burden of $2,000. 

capital (K) and 3 units of labor (L). Using technology B, the production of 1 unit of output requires 

4 units of capital and 7 units of labor. A is thus the more capital-intensive technology. 

If we assume labor and capital each cost $2 per unit, it costs $20 to produce each unit of out- 

put with technology A and $22 to produce each unit of output with technology B. Firms will 

choose technology A. Because we assume perfect competition, output price will be driven to cost 

of production and the price of output will in the long run be driven to $20 per unit. 

Now let us narrow our focus to the distortion of technology choice that is brought about by 

the imposition of a tax. Assume that demand for the good in question is perfectly inelastic at 

1,000 units of output. That is, regardless of price, households will buy 1,000 units of the good. A 

price of $20 per unit means consumers pay a total of $20,000 for 1,000 units of X. 

Now suppose the government levies a tax of 50 percent on capital. This has the effect of rais- 

ing the price of capital, P,, to $3. Figure 19.6 shows what would happen to unit cost of produc- 
tion after the tax is imposed. With capital now more expensive, the firm switches to the more 

labor-intensive technology B. With the tax in place, X can be produced at a cost of $27 per unit 

using technology A but for $26 per unit using technology B. 

a 

If demand is inelastic, buyers continue to buy 1,000 units of X regardless of its price. (We 

shall ignore any distortions of consumer choices that might result from the imposition of the 

tax.) Recall that the tax is 50 percent, or $1 per unit of capital used. Because it takes 4 units of cap- 

ital to produce each unit of output, firms—which are now using technology B—will pay a total 
tax to the government of $4 per unit of output produced. With 1,000 units of output produced 
and sold, total tax collections amount to $4,000. 

But if you look carefully, you will see that the burden of the tax exceeds $4,000. After the tax, 
consumers will be paying $26 per unit for the good. Twenty-six dollars is now the unit cost of 
producing the good using the best available technology in the presence of the capital tax. 
Consumers will pay $26,000 for 1,000 units of the good. This represents an increase of $6,000 
over the previous total of $20,000. The revenue raised from the tax is $4,000, but its total burden 
is $6,000. There is an excess burden of $2,000. 

How did this excess burden arise? Look back at Figure 19.5. You can see that technology B is 
less efficient than technology A. (Unit costs of production are $2 higher per unit using technol- 
ogy B.) But the tax on capital has caused firms to switch to this less efficient, labor-intensive 
mode of production. The result is a waste of $2 per unit of output. The total burden of the tax is 
equal to the revenue collected plus the loss due to the wasteful choice of technology, and the 
excess burden is $2 per unit times 1,000 units, or $2,000. 

The same principle holds for taxes that distort consumption decisions. Suppose that you 
prefer to consume bundle X to bundle Y when there is no tax, but choose bundle Y when there is 
a tax in place. Not only do you pay the tax, you also end up with a bundle of goods that is worth 
less than the bundle you would have chosen had the tax not been levied. Again, we have the burden 
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of an extra cost. The larger the distortion that a tax causes in behavior, the larger the excess bur- 
den of the tax. Taxes levied on broad bases tend to distort choices less and impose smaller excess 
burdens than taxes on more sharply defined bases. This follows from our discussion earlier in this 
chapter: The more partial the tax, the easier it is to avoid. An important part of the logic behind 
the recommendation of the president’s tax reform commission in 2005 was that broader bases and 

___ lower rates reduce the distorting effects of the tax system and minimize excess burdens. 
| The only tax that has no excess burden is the lump-sum tax, where the tax you pay does not 

depend on your behavior or your income or your wealth. Everyone pays the same amount; there is no 
way to avoid the tax. In 1990, the government of Prime Minister Margaret Thatcher of Great Britain 
replaced the local property tax with a tax that was very similar to a lump-sum tax. Such a tax is highly 
regressive, and the perceived unfairness of it led her successor, John Major, to call for its repeal in 1991. 

The Principle of Second Best 
Now that we have established the connection between taxes that distort decisions and excess bur- 
dens, we can add more complexity to our earlier discussions. Although it may seem that distort- 
ing taxes always creates excess burdens, this is not necessarily the case. A distorting tax is 
sometimes desirable when other distortions already exist in the economy. This is called the 
principle of second best. At least two kinds of circumstances favor nonneutral (that is, distort- principle of second 
ing) taxes: the presence of externalities and the presence of other distorting taxes. best The fact that a tax 

We already examined externalities at some length in Chapter 16. If some activity by a firm or distorts an economic decision 
household imposes costs on society that are not considered by decision makers, firms and house- _ 40es not always imply that 
holds are likely to make economically inefficient choices. Pollution is the classic example of an SUCH 2 tax imposes an excess 
externality, but there are thousands of others. An efficient allocation of resources can be restored if Ele Waar seedoney: 

a tax is imposed on the externality-generating activity that is equal to the value of the damages zene rot one, ster s ta 
: y Sat ie : : ows may actually improve 

caused by it. Such a tax forces the decision maker to consider the full economic cost of the decision. efficiency. 
Because taxing for externalities changes decisions that would otherwise be made, it does in a 

sense “distort” economic decisions. But its purpose is to force decision makers to consider real 

costs that they would otherwise ignore. In the case of pollution, for example, the distortion 
caused by a tax is desirable. Instead of causing an excess burden, it results in an efficiency gain. 
(Review Chapter 16 if this is not clear.) 

A distorting tax can also improve economic welfare when other taxes are present that already 

distort decisions. Suppose there were only three goods, X, Y, and Z, and a 5 percent excise tax on Y 

and Z. The taxes on Y and Z distort consumer decisions away from those goods and toward X. 

Imposing a similar tax on X reduces the distortion of the existing system of taxes. When consumers 
face equal taxes on all goods, they cannot avoid the tax by changing what they buy. The distortion 

caused by imposing a tax on X corrects for a preexisting distortion—the taxes on Y and Z. 

Let’s return to the example described earlier in Figures 19.5 and 19.6 on p. 394. Imposing the 

tax of 50 percent on the use of capital generated revenues of $4,000 but imposed a burden of 

$6,000 on consumers. A distortion now exists. But what would happen if the government 

| imposed an additional tax of 50 percent, or $1 per unit, on labor? Such a tax would push our firm 

back toward the more efficient technology A. In fact, the labor tax would generate a total revenue 

of $6,000, but the burden it imposes on consumers would be only $4,000. (It is a good idea for 

you to work these figures out yourself.) 

Optimal Taxation The idea that taxes work together to affect behavior has led tax theorists 

to search for optimal taxation systems. Knowing how people will respond to taxes would allow us 

to design a system that would minimize the overall excess burden. For example, if we know the 

elasticity of demand for all traded goods, we can devise an optimal system of excise taxes that are 

heaviest on those goods with relatively inelastic demand and lightest on those goods with rela- 

tively elastic demands. 

Of course, it is impossible to collect all the information required to implement the optimal 

tax systems that have been suggested. This point brings us full circle, and we end up where we 

started, with the principle of neutrality: All else equal, taxes that are neutral with respect to eco- 

nomic decisions are generally preferable to taxes that distort economic decisions. Taxes that are 

not neutral impose excess burdens. 
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ECONOMICS IN PRACTICE 

Federal Tax Reform 
During the campaign for the White House in 

2008, the candidates focused broadly on the tax 

changes that had been put in place during the 

Bush administration and on the need for a tax 

cut to stimulate the economy and prevent a 

recession during 2008. One of the major issues 

was the ultimate elimination of the Gift and 

Estate Tax discussed on p. 387. But two other 

important issues were first presented by an advi- 

sory panel appointed by the president in 2005. 

Panel Urges Big Cut in Mortgage Deduction 

New York Times 

President Bush’s advisory commission on taxes unanimously recommended a vastly 

simplified tax system on Tuesday that would limit the deduction of interest payments 

on large mortgages and erase other tax breaks that many Americans enjoy. 
The commission, officially named the President’s Advisory Panel on Federal Tax 

Reform, presented two alternative plans. For individuals, the two plans are similar, but 

they differ in the way they treat business taxes. 
The panel, made up of politicians and tax experts from outside the government, 

rejected as impractical replacing the income tax with a completely different system like 

a value-added tax or a national retail sales tax. 
In addition to the limits on write-offs for mortgage interest, the main elements of the 

proposals would abolish the alternative minimum tax, erase deductions for state and 

local income and property taxes, restrict tax-free employer-paid health insurance, and 

reduce the deductions that many taxpayers can claim for charitable donations. 
Y 

Source: David E. Rosenbaum, November 2, 200S. . 

Two controversial provisions of the proposed law were (1) elimination of the provision that 

allows federal taxpayers to deduct state and local taxes from taxable income, and (2) a substantial 

change in and reduction in the deduction for home mortgage interest paid. 

Why eliminate the deduction of state and local taxes? After all, if you pay taxes to a state or 

a local government, that is income that you do not get. Isn’t ability to pay based on “after-tax” 

income? Clearly people who thought of it that way favored keeping the deduction. But there 

is a counterargument. We pay state and local taxes for services that those governments pro- 

duce for us. Local government, for example, provides police protection, fire protection, and 

schools. We decide on those budgets, and in a way it is similar to a firm producing a product 

for us. In the case of a government, deductibility “reduces the price” to taxpayers of services 

provided by state and local governments. If you and your fellow citizens decide to vote for 

added school spending, and if you are in the top income tax bracket (which was 35 percent in 
2005), each dollar of additional spending costs you only 65 cents! Why? Because for every 
dollar you are able to deduct, you save 35 cents in tax. This encourages those governments to 
overspend. 

Those who want to disallow the deduction argue the deductibility of home mortgage 
interest was the largest and most popular of all the provisions of the tax code, and many 
thought that a proposal to eliminate it would stall the progress of the proposals as they moved 
through the legislative process. After all, nearly 70 percent of households are home owners 
and they would, by and large, be hurt. The proposal replaced the deduction with a 15 percent 
credit. Suppose that you have paid $10,000 in interest this year. That is roughly what you 
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would pay if you had borrowed $160,000 to buy a home. If you were in the 25 percent mar- 
ginal income tax bracket, you would gain $2,500 from the deduction. But if you got a 15 per- 

| | cent credit, you would only gain $1,500. Recall that a credit is a reduction in taxes, so a $1 
| credit results in a tax saving of $1. In addition, the proposal called for limits on the deduction 
| by capping the size of the mortgage that would receive full deductibility. 
___ Those in favor of this reduction pointed to inefficient “overinvestment in housing” result- 
_ing from the implicit subsidy to home ownership. Those in favor of retaining deductibility 
pointed to the “external public good” resulting from home ownership. Home owners, it is 
_ argued, are better neighbors and citizens because they have a higher stake in the locality. 

Measuring Excess Burdens 
It is possible to measure the size of excess burdens if we know something about how people 
respond to price changes. Look at the demand curve in Figure 19.7. The product originally sold 
for a price, Py, equal to marginal cost (which, for simplicity, we assume is constant). Recall that 
when input prices are determined in competitive markets, marginal cost reflects the real value of 
the resources used in producing the product. 

Excess burden/ 

Deadweight loss 

Price per unit ($) 

Lene | 

Units of good X 

To measure the total burden of the tax, we need to recall the notion of consumer surplus 

from Chapter 4. At any price, some people pay less for a product than it is worth to them. All we 

reveal when we buy a product is that it is worth at least the price being charged. For example, if 

only 1 unit of product X were auctioned, someone would pay a price close to D in Figure 19.7. By 

paying only P,, that person received a “surplus” equal to (D - P,). (For a review of consumer sur- 

plus and how it is measured, see Chapters 4 and 6.) 

Consider what happens when an excise tax raises the price of X from P, to P, = Py + T, 

where T is the tax per unit of X. First, the government collects revenue. The amount of revenue 

collected is equal to T times the number of units of X purchased (X,). You can see that T x X, is 

equal to the area of rectangle P, ABP). Second, because consumers must now pay a price of P,, 

the consumer surplus generated in the market is reduced from the area of triangle DCP, to the 

area of the smaller triangle DAP,. The excess burden is equal to the original (pre-tax) consumer 

surplus minus the after-tax surplus minus the total taxes collected by the government. 

In other words, the original value of consumer surplus (triangle DCP,) has been broken up 

into three parts: the area of triangle DAP, that is still consumer surplus, the area of rectangle 

P, ABP, that is tax revenue collected by the government, and the area of triangle ACB that is lost. 

4 FIGURE 19.7 

The Excess Burden of a 

Distorting Excise Tax 

A tax that alters economic deci- 
sions imposes a burden that 

exceeds the amount of taxes col- 
lected. An excise tax that raises 

the price of a good above mar- 
ginal cost drives some consumers 
to buy less desirable substitutes, 
reducing consumer surplus. 
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> FIGURE 19.8 

The Size of the Excess 
Burden of a Distorting 
Excise Tax Depends on 
the Elasticity of Demand 
The size of the excess burden 
from a distorting tax depends 
on the degree to which deci- 

sions or behaviors change in 
response to it. 

THE ECONOMICS OF TAXATION p. 379 

Thus, the area ACB is an approximate measure of the excess burden of the tax. The total burden 

of the tax is the sum of the revenue collected and the excess burden: the area of P,; ACP. 

Excess Burdens and the Degree of Distortion 

The size of the excess burden that results from a decision-distorting tax depends on the degree to 

which decisions change in response to that tax. In the case of an excise tax, consumer behavior is 

reflected in elasticity of demand. The more elastic the demand curve, the greater the distortion 

caused by any given tax rate. : 
Figure 19.8 shows how the size of the consumer response determines the size of the excess 

burden. At price P,, the quantity demanded by consumers is Xj. Now suppose that the govern- 

ment imposes a tax of $T per unit of X. The two demand curves (D, and D,) illustrate two possi- 

ble responses by consumers. The change in quantity demanded along D, (from Xp to X,) is 

greater than the change in quantity demanded along D, (from Xp) to X,). In other words, the 

response of consumers illustrated by D, is more elastic than the response of consumers along D,. 

The excess burdens that would result from the tax under the two assumptions about demand 

elasticity are approximately equal to the areas of the shaded triangles in Figure 19.8. As you can 

see, where demand is more responsive (more elastic), the excess burden is larger. 
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If demand were perfectly inelastic, no distortion would occur and there would be no excess 
burden. The tax would simply transfer part of the surplus being earned by consumers to the gov- 
ernment. That is why some economists favor uniform land taxes over other taxes. Because land is 
in perfectly inelastic supply, a uniform tax on all land uses distorts economic decisions less than 
taxes levied on other factors of production that are in variable supply. 

SUMMARY 

2. Taxes are ultimately paid by people. Taxes may be imposed 
1. Public finance is one of the major subfields of applied eco- on transactions, institutions, property, and all kinds of other 

nomics. A major interest within this subfield is the econom- things, but in the final analysis, taxes are paid by individuals 
ics of taxation. or households. 
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The base of a tax is the measure or value upon which the tax 
is levied. The rate structure of a tax determines the portion of 
the base that must be paid in tax. 

A tax whose burden is a constant proportion of income for 
all households is a proportional tax. A tax that exacts a higher 
proportion of income from higher-income households is a 
progressive tax. A tax that enacts a lower proportion of 
income from higher-income households is a regressive tax. In 
the United States, income taxes are progressive and sales and 
excise taxes are regressive. 

Your average tax rate is the total amount of tax you pay divided 
by your total income. Your marginal tax rate is the tax rate that 
you pay on any additional income that you have earned. 
Marginal tax rates have the most influence on behavior. 

There is much disagreement over what constitutes a fair tax 
system. One theory contends that people should bear tax 
burdens in proportion to the benefits that they receive from 
government expenditures. This is the benefits-received 
principle. Another theory contends that people should bear 
tax burdens in line with their ability to pay. This ability-to-pay 
principle has dominated U.S. tax policy. 

. The three leading candidates for best tax base are income, 
consumption, and wealth. 

TAX INCIDENCE: WHO PAYS? » 387 

8. 

10. 

HT. 

r2. 

_ ability-to-pay principle, p. 384 

average tax rate, p. 381 

| benefits-received principle, p. 383 

estate, p. 386 

estate tax, p. 386 

| excess burden, p. 393 

Asa result of behavioral changes and market adjustments, 
tax burdens are often not borne by those initially responsible 
for paying them. When we speak of the incidence of a tax, we 
are referring to the ultimate distribution of its burden. 

. Taxes change behavior, and changes in behavior can affect 
supply and demand in markets, causing prices to change. 

When prices change in input markets or in output markets, 
some people may be made better off and some worse off. 
These final changes determine the ultimate burden of a tax. 

Tax shifting occurs when households can alter their behavior 
and do something to avoid paying a tax. In general, broad- 
based taxes are less likely to be shifted and more likely to 
stick where they are levied than partial taxes are. 

When labor supply is more elastic, firms bear the bulk of a 
tax imposed on labor. When labor supply is more inelastic, 
workers bear the bulk of the tax burden. Because the elastic- 
ity of labor supply in the United States is close to zero, most 

economists conclude that most of the payroll tax in the 

United States is probably borne by workers. 

The payroll tax is regressive at top incomes for two reasons. 
First, in 2007, most of the tax (6.2 percent of total income 

Is: 
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levied on both employers and employees) did not apply to 
wages and salaries above $97,500. The remainder of the total 
7.65 percent—only 1.45 percent—applied to all wage and 
salary income. Second, wages and salaries fall as a percentage 
of total income as we move up the income scale. Those with 
higher incomes earn a larger portion of their incomes from 
profits, dividends, rents, and so on, and these kinds of income 
are not subject to the payroll tax. 

The ultimate burden of the corporate tax appears to depend 
on several factors. One generally accepted study shows that 
the owners of corporations, proprietorships, and partner- 
ships all bear the burden of the corporate tax in rough pro- 
portion to profits, even though it is directly levied only on 
corporations, that wage effects are small, and that excise 
effects are roughly neutral. However, there is still much 
debate about whom the corporate tax “hurts.” The burden of 
the corporate tax is progressive because profits and capital 
income make up a much bigger part of the incomes of the 
high-income households. 

4. Under a reasonable set of assumptions about tax shifting, 
state and local taxes seem as a group to be mildly regressive. 
Federal taxes, dominated by the individual income tax but 
increasingly affected by the regressive payroll tax, are mildly 
progressive. The overall system is mildly progressive. 

EXCESS BURDENS AND THE PRINCIPLE OF 
NEUTRALITY p. 393 

15: 

16. 

When taxes distort economic decisions, they impose burdens 
that, in aggregate, exceed the revenue collected by the gov- 
ernment. The amount by which the burden of a tax exceeds 
the revenue collected by the government is called the excess 
burden. The size of excess burdens depends on the degree to 
which economic decisions are changed by the tax. The 
principle of neutrality holds that the most efficient taxes are 
broad-based taxes that do not distort economic decisions. 

The principle of second best holds that a tax that distorts eco- 

nomic decisions does not necessarily impose an excess bur- 
den. If previously existing distortions or externalities exist, 

such a tax may actually improve efficiency. 

MEASURING EXCESS BURDENS p. 397 

TZ. The excess burden imposed by a tax is equal to the pre-tax 
consumer surplus minus the after-tax consumer surplus 
minus the total taxes collected by the government. The more 
elastic the demand curve, the greater the distortion caused 

by any given tax rate. 

REVIEW TERMS AND CONCEPTS 

progressive tax, p. 380 

regressive tax, p. 381 

marginal tax rate, p. 381 

proportional tax, p. 380 

principle of neutrality, p. 393 

principle of second best, p. 395 

sources side/uses side, p. 388 

tax base, p. 379 

tax incidence, p. 388 

tax rate structure, p. 379 

tax shifting, p. 388 
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Visit www.myeconlab.com to complete the problems marked in orange online. You will receive laweconlab 

instant feedback on your answers, tutorial help, and access to additional practice problems. : 

9 Suppose that in 2009, Congress passed and the president signed 

a new simple income tax with a flat rate of 25 percent on all 

income over $25,000 (no tax on the first $25,000). Assume that 

the tax is imposed on every individual separately. For each of 

the following total income levels, calculate taxes due and com- 

pute the average tax rate. Plot the average tax rate on a graph 

with income along the horizontal axis. Is the tax proportional, 

progressive, or regressive? Explain why. 

$25,000 
- $35,000 

$45,000 

- $60,000 

$80,000 
$100,000 moan oD 

Using the tax brackets and rates for 2007 in Table 19.3 and foot- 

note 1, compute the total tax for each of the following. In each 

case, calculate average and marginal tax rates. Assume in each 

case that the taxpayer chooses the standard deduction. 

a. A single taxpayer earning $35,000 

b. A married couple with two dependent children earning 

$50,000 
. Asingle taxpayer earning $90,000 

d. A married couple with two dependent children earning 

$110,000 

. Anumber of specific tax provisions passed the Congress and 

were enacted into law in 2008. Assume that you were a prospec- 

tive candidate for Congress in 2008. Write a brief essay describ- 

ing the changes and explaining why they are good or bad. 

oO 

. A citizens’ group in the Pacific Northwest has the following 

statement in its charter: 

“Our goal is to ensure that large, powerful corporations pay 

their fair share of taxes in this country.” 

To implement this goal, the group has recommended and 

lobbied for an increase in the corporation income tax and a 

reduction in the individual income tax. Would you support such 

a petition? Explain your logic. 

Taxes on necessities that have low demand elasticities impose 
large excess burdens because consumers can’t avoid buying 

them. Do you agree or disagree with that statement? Explain. 

. For each of the following statements, do you agree or dis- 
agree? Why? 

a. Economic theory predicts unequivocally that a payroll tax 

reduction will increase the supply of labor. 

b. Corporation income taxes levied on a monopolist are likely 

to be regressive because the monopoly can pass on its bur- 

den to consumers. 

c. All nonneutral taxes are undesirable. 

. In calculating total faculty compensation, the administration of 

Doughnut University includes payroll taxes (Social Security 

taxes) paid as a benefit to faculty. After all, those tax payments 

are earning future entitlements for the faculty under Social 

Security. However, the American Association of University 

Professors has argued that, far from being a benefit, the 

employer’s contribution is simply a tax and that its burden falls 

on the faculty even though it is paid by the university. Discuss 

both sides of this debate. 

. Developing countries rarely have a sophisticated income tax 

structure likethat in the United States. The primary means of 

raising revenues in many developing countries is through com- 

modity taxes. What problems do you see with taxing particular 

goods in these countries? (Hint: Think about elasticities of 

demand.) 

. Suppose a special tax was introduced that used the value of 
one’s automobile as the tax base. Each person would pay taxes 

equal to 10 percent of the value of his or her car. Would the tax 

be proportional, regressive, or progressive? What assumptions 

do you make in answering this question? What distortions do 

you think would appear in the economy if such a tax were 

introduced? 

@ You are given the following information on a proposed “restau- 
rant meals tax” in the Republic of Olympus. Olympus collects 

no other specific excise taxes, and all other government rev- 

enues come from a neutral lump-sum tax. (A lump-sum tax is a 

tax of a fixed sum paid by all people regardless of their circum- 

stances.) Assume further that the burden of the tax is fully 

borne by consumers. 

Now consider the following data: 

Meals consumed before the tax: 12 million 

Meals consumed after the tax: 10 million 

Average price per meal: $15 (not including the tax) 

Tax rate: 10 percent 

Estimate the size of the excess burden of the tax. What is the 

excess burden as a percentage of revenues collected from the tax? 

@GB [Related to Economics in Practice on p. 387] In an interview, 

Warren Buffett, worth over $50 billion, stated his opposition to 

a repeal of the Gift and Estate Tax. Go to the Web and search 

using the key words Federal Gift and Estate Tax. See what 

changes were made in the tax in 2008 or 2009. Was the tax 

repealed? Were the rates changed? What amount of assets can be 

passed on to one’s children tax-free this year? 

[Related to Economics in Practice on p. 396] The president’s 

tax reform commission in 2005 argued for shifting the country’s 

main revenue system closer to being a tax on consumption by 

expanding opportunities to save tax-free. Would you favor such 

a shift? What are the arguments for and against it? 

[Related to Economics in Practice on p. 396] Beginning in 

2006, U.S. house prices began falling and the mortgage market 

experienced sky-high defaults and millions of foreclosures. 
Many people blamed low interest rates and the federal tax treat- 
ment of owner-occupied housing for pumping up the housing 
market during the boom years from 1995 through 2005. Review 
the Economics in Practice on p. 396 and explain the opponents’ 
argument. Do you agree that federal tax policy may have made 
the boom cycle bigger than it would otherwise have been? 
Explain. 



_PARTIV THE WORLD ECONOMY 

‘International Trade, 
Comparative 

Advantage, and 
Protectionism 

Over the last 40 years, international transactions 

have become increasingly important to the U.S. 

economy. In 1970, imports represented only about 

7 percent of U.S. gross domestic product (GDP). The 

share is now around 17 percent. In 2007, the United 

States imported on average more than $195 billion 

worth of goods and services each month. The 

increased trade we observe in the United States is 

mirrored throughout the world. From 1980 to 2005, 

world trade in real terms grew more than 5 times. 

This trend has been especially rapid in the newly 

industrialized Asian economies, but many develop- 

ing countries such as Malaysia and Vietnam have 

been increasing their openness to trade. 

The “internationalization” or “globalization” 

of the U.S. economy has occurred in the private 

and public sectors, in input and output markets, 

and in firms and households. Once uncommon, 

foreign products are now everywhere, from the 

utensils we eat with to the cars we drive. Chinese 

textiles and Indian software are commonplace. It 

might surprise you to learn that many of the cut 

flowers sold in the United States are grown in 

Africa and South America. In fact, most products today are made in a number of countries. Back 

in Chapter 1, we presented an Economics in Practice that described the production of Apple’s 

iPod. An iPod contains 451 parts made in countries scattered around the world including Korea, 

Japan, China, and the United States. The bottom of the iPod has the following information: 

“Assembled in China; Designed in California.” Suzuki makes cars in Hungary and employs work- 

ers from Romania and Slovakia. Honda started producing Japanese motorcycles in Ohio in 1977 

with 64 employees in Marysville. The company now employs over 12,000 workers who assemble 

Honda automobiles. Bose is based in the United States but has its electronic components assem- 

bled in Mexico. 

At the same time, the United States exports billions of dollars’ worth of agricultural goods, 

aircraft, and industrial machinery. Korea imports substantial amounts of U.S. beef. In addition, 
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the United States exports and imports large quantities of services. When a Pakistani student 

enrolls in an American college or university, or a sick woman from Chile seeks medical attention 

in a U.S. hospital, or a Kenyan hires a lawyer in Miami to help him with a real estate deal, or a 

TABLE 20.1 
U.S. Balance of Trade 
(Exports Minus Imports), 
1929-2007 (Billions of tourist from Indonesia eats at a restaurant in New York City, the United States is exporting a ser- 

Dollars) vice. Similarly, when a student from the United States takes her junior year abroad in Scotland, or 

a tourist stays in a hotel in Singapore or gets a massage at a spa in Jamaica, the United States is 

meee importing a service. 

Imports Nor are the patterns of trade that we observe in one period set in stone. Consider the case 

1929 +0.4 of textiles and apparel. As recently as 2000, Mexico was the major supplier to the United States 

1933 +0.1 of textiles and apparel with almost 15 percent of total U.S.imports in this category. By 2006, 

1945 —0.8 China had overtaken Mexico’s lead with 29 percent of the share of U.S. textile and apparel 

1955 +0.5 imports. The Dominican Republic and Honduras, which had been the fourth and fifth largest 

1960 +4.2 sources of U.S. imports, respectively, had been replaced by Bangladesh and Indonesia. In 

1965 +5.6 2004, for the first time, India became one of the top five exporters to the United States in this 

1970 +4.0 category. 

1975 +16.0 In addition to the fact that goods and services (outputs) flow easily across borders, so too do 

ao ae inputs: capital and labor. Certainly, it is very easy to buy financial assets abroad. Millions of 

rice uel Americans own shares in foreign stocks or have invested in bonds issued by foreign countries. At 

Tee gies the same time, millions of foreigners have put money into the U.S. stock and bond markets. 

pe a A new phenomenon, outsourcing, is also changing the nature of the global labor market. It is 

He ee now simple and very common for a customer service call to a software company from a user of its 

1982 30.0 product in Bend, Oregon, to be routed to Bangalore, India, where a young, ambitious Indian man 

1983 51.7 or woman provides assistance to a customer over the Internet. The Internet has in essence made 

1984 102.7 it possible for labor to flow smoothly across international borders. 

1985 1152 The inextricable connection of the U.S. economy to the economies of the rest of the world 
1986 132.7 has had a profound impact on the discipline of economics and is the basis of one of its most 

1987 atA5.2 important insights: All economies, regardless of their size, depend to some extent on other 

1988 —110.4 economies and are affected by events outside their borders. 

1989 —88.2 To get you more acquainted with the international economy, this chapter discusses the eco- 

1990 —78.0 nomics of international trade. First, we describe the recent tendency of the United States to 
1991 22 75 import more than it exports. Next, we explore the basic logic of trade. Why should the United 

1992 =oo-2 States or any other country engage in international trade? Finally, we address the controversial 

1993 —65.0 issue of protectionism. Should a country provide certain industries with protection in the form 
1994 —93.6 of import quotas or tariffs, which are taxes imposed on imports? Should a country help a domes- 
1995 =OLA tic industry compete in international markets by providing subsidies? n 
1996 NO 

1997 SOS 

cS 03  Ltade Surpluses and Deficits 
ae 379.5 Until the 1970s, the United States generally exported more than it imported. When a country 

a es exports more than it EMpOrts, it runs a trade surplus. When a country imports more than it 

Bae F 4960 exports, it runs a trade deficit. Table 20.1 shows that before 1976 the United States generally ran 
Rea ie a trade surplus. This changed in 1976, and since 1976 the United States has run a trade deficit. 
2005 nag The deficit reached a local peak of $145.2 billion in 1987, fell to $27.5 billion in 1991, and then 

2006 762.0 rose dramatically to over $700 billion by 2005. 

2007 708.0 The large trade deficits in the middle and late 1980s sparked political controversy that con- 
tinues today. Foreign competition hit U.S. markets hard. Less expensive foreign goods—among 

Source: U.S. Department of them steel, textiles, and automobiles—began driving U.S. manufacturers out of business; and 
Commerce, Bureau of Economic 
Reaaiyate thousands of jobs were lost in important industries. Cities such as Pittsburgh, Youngstown, and 

Detroit had major unemployment problems. In more recent times, the outsourcing of software 
development to India has caused complaints from white-collar workers. 

The natural reaction to trade-related job dislocation is to call for protection of U.S. indus- 
tries. Many people want the president and Congress to impose taxes and import restrictions that 
would make foreign goods less available and more expensive, protecting U.S. jobs. This argument 
is not new. For hundreds of years, industries have petitioned governments for protection and 

tiade delicite ine societies have debated the pros and cons of free and open trade. For the last century and a half, 
situation when a country the principal argument against protection has been the theory of comparative advantage, first 
imports more than it exports. discussed in Chapter 2. 

trade surplus The 
situation when a country 

exports more than it imports. 



CHAPTER 20 International Trade, Comparative Advantage, and Protectionism 

> The Economic Basis for Trade: Comparative 

eo OOOV—OOOEOEOEOOOe 

Advantage 
Perhaps the best-known debate on the issue of free trade took place in the British Parliament dur- 
ing the early years of the nineteenth century. At that time, the landed gentry—the landowners— 
controlled Parliament. For a number of years, imports and exports of grain had been subject to a 
set of tariffs, subsidies, and restrictions collectively called the Corn Laws. Designed to discourage 
imports of grain and to encourage exports, the Corn Laws’ purpose was to keep the price of food 
high. The landlords’ incomes, of course, depended on the prices they got for what their land pro- 
duced. The Corn Laws clearly worked to the advantage of those in power. 

With the Industrial Revolution, a class of wealthy industrial capitalists emerged. The indus- 
trial sector had to pay workers at least enough to live on, and a living wage depended greatly on 
the price of food. Tariffs on grain imports and export subsidies that kept grain and food prices 
high increased the wages that capitalists had to pay, cutting into their profits. The political battle 

raged for years. However, as time went by, the power of the landowners in the House of Lords was 

significantly reduced. When the conflict ended in 1848, the Corn Laws were repealed. 

On the side of repeal was David Ricardo, a businessman, economist, member of Parliament, 

and one of the fathers of modern economics. Ricardo’s principal work, Principles of Political 

Economy and Taxation, was published in 1817, two years before he entered Parliament. Ricardo’s 

theory of comparative advantage, which he used to argue against the Corn Laws, claimed that 

trade enables countries to specialize in producing the products they produce best. According to the 

theory specialization and free trade will benefit all trading partners (real wages will rise), even those 

that may be absolutely less efficient producers. This basic argument remains at the heart of free-trade 
debates even today, as policy makers argue about the effects of tariffs on agricultural development 

in sub-Saharan Africa and the gains and losses from outsourcing software development to India. 

The easiest way to understand the theory of comparative advantage is to examine a simple 

two-person society. Suppose Bill and Colleen, stranded on a deserted island in Chapter 2, have 

only two tasks to accomplish each week: gathering food to eat and cutting logs to construct a 

house. If Colleen could cut more logs than Bill in a day and Bill could gather more berries and 

fruits, specialization would clearly benefit both of them. 
But suppose Bill is slow and clumsy and Colleen is better at cutting logs and gathering food. 

Ricardo’s point is that it still pays for them to specialize. They can produce more in total by spe- 

cializing than they can by sharing the work equally. We now turn to look at the application of the 

powerful idea of comparative advantage to international trade. 

Absolute Advantage versus Comparative Advantage 

A country enjoys an absolute advantage over another country in the production of a good if it 

uses fewer resources to produce that good than the other country does. Suppose country A and 

country B produce wheat, but A’s climate is more suited to wheat and its labor is more produc- 

tive. Country A will produce more wheat per acre than country B and use less labor in growing it 

and bringing it to market. Country A enjoys an absolute advantage over country B in the produc- 

tion of wheat. 

A country enjoys a comparative advantage in the production of a good if that good can be 

produced at lower cost in terms of other goods. Suppose countries C and D both produce wheat 

and corn and C enjoys an absolute advantage in the production of both—that is, C’s climate is 

better than D’s and fewer of C’s resources are needed to produce a given quantity of both wheat 

and corn. Now C and D must each choose between planting land with either wheat or corn. To 

produce more wheat, either country must transfer land from corn production; to produce more 

corn, either country must transfer land from wheat production. The cost of wheat in each coun- 

try can be measured in bushels of corn, and the cost of corn can be measured in bushels of wheat. 

Suppose that in country C, a bushel of wheat has an opportunity cost of 2 bushels of corn. That 

is, to produce an additional bushel of wheat, C must give up 2 bushels of corn. At the same time, pro- 

ducing a bushel of wheat in country D requires the sacrifice of only 1 bushel of corn. Even though C 

“has an absolute advantage in the production of both products, D enjoys a comparative advantage in 

the production of wheat because the opportunity cost of producing wheat is lower in D. Under these 

circumstances, Ricardo claims, D can benefit from trade if it specializes in the production of wheat. 
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Corn Laws The tariffs, 

subsidies, and restrictions 

enacted by the British 

Parliament in the early 

nineteenth century to 

discourage imports and 

encourage exports of grain. 

theory of comparative 
advantage Ricardo’s 
theory that specialization and 
free trade will benefit all 

trading partners (real wages 

will rise), even those that may 

be absolutely less efficient 

producers. 

absolute advantage The 

advantage in the production of 

a good enjoyed by one country 

over another when it uses fewer 

resources to produce that good 

than the other country does. 

comparative 

advantage The advantage 

in the production of a good 
enjoyed by one country over 

another when that good can 

be produced at lower cost in 

terms of other goods than it 

could be in the other country. 
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Gains from Mutual Absolute Advantage To illustrate Ricardo’s logic in more detail, 

suppose Australia and New Zealand each have a fixed amount of land and do not trade with the 

rest of the world. There are only two goods—wheat to produce bread and cotton to produce 

clothing. This kind of two-country/two-good world does not exist, but its operations can be gen- 

eralized to many countries and many goods. = 

To proceed, we have to make some assumptions about the preferences of the people living in 

New Zealand and the people living in Australia. If the citizens of both countries walk around 

naked, there is no need to produce cotton, so all the land can be used to produce wheat. However, 

assume that people in both countries have similar preferences with respect to food and clothing: 

The populations of both countries use both cotton and wheat, and preferences for food and 

clothing are such that both countries consume equal amounts of wheat and cotton. 

Finally, we assume that each country has only 100 acres of land for planting and that land 

yields are as given in Table 20.2. New Zealand can produce 3 times the wheat that Australia can on 

1 acre of land, and Australia can produce 3 times the cotton that New Zealand can in the same 

space. New Zealand has an absolute advantage in the production of wheat, and Australia has an 

absolute advantage in the production of cotton. In cases like this, we say the two countries have 

mutual absolute advantage. 

TABLE 20.2 Yield per Acre of Wheat and Cotton 

New Zealand Australia 

Wheat 6 bushels 2 bushels 

Cotton 2 bales 6 bales 

If there is no trade and each country divides its land to obtain equal units of cotton and wheat 

production, each country produces 150 bushels of wheat and 150 bales of cotton. New Zealand 

puts 75 acres into cotton but only 25 acres into wheat, while Australia does the reverse (Table 20.3). 

TABLE 20.3 Total Production of Wheat and Cotton Assuming No Trade, Mutual 
Absolute Advantage, and 100 Available Acres 

New Zealand Australia 

Wheat 25 acres X 6 bushels/acre 150 bushels 75 acres X 2 bushels/acre 150 bushels 

Cotton 75 acres X 2 bales/acre 150 bales 25 acres X 6 bales/acre 150 bales 

~ 

We can organize the same information in graphic form as production possibility frontiers for 

each country. In Figure 20.1, which presents the positions of the two countries before trade, each 

country is constrained by its own resources and productivity. If Australia put all its land into cotton, 

it would produce 600 bales of cotton (100 acres x 6 bales/acre) and no wheat; if it put all its land into 

wheat, it would produce 200 bushels of wheat (100 acres x 2 bushels/acre) and no cotton. The 
opposite is true for New Zealand. Recall from Chapter 2 that a country’s production possibility 
frontier represents all combinations of goods that can be produced, given the country’s resources 
and state of technology. Each country must pick a point along its own production possibility curve. 

When both countries have an absolute advantage in the production of one product, it is easy 
to see that specialization and trade will benefit both. Australia should produce cotton, and New 
Zealand should produce wheat. Transferring all land to wheat production in New Zealand yields 
600 bushels, while transferring all land to cotton production in Australia yields 600 bales. An 
agreement to trade 300 bushels of wheat for 300 bales of cotton would double both wheat and 
cotton consumption in both countries. (Remember, before trade, both countries produced 
150 bushels of wheat and 150 bales of cotton. After trade, each country will have 300 bushels of 
wheat and 300 bales of cotton to consume. Final production and trade figures are provided in 
Table 20.4 and Figure 20.2.) Trade enables both countries to move beyond their previous resource 
and productivity constraints. 

The advantages of specialization and trade seem obvious when one country is technologi- 
cally superior at producing one product and another country is technologically superior at pro- 
ducing another product. However, let us turn to the case in which one country has an absolute 
advantage in the production of both goods. 
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Australia New Zealand 

Cotton (bales) Cotton (bales) 

200 

150 150 

0 150 200 0 150 600 

Wheat (bushels) Wheat (bushels) 

« FIGURE 20.1 Production Possibility Frontiers for Australia and New Zealand 
Before Trade 
Without trade, countries are constrained by their own resources and productivity. 

TABLE 20.4 Production and Consumption of Wheat and Cotton After Specialization 

Production Consumption 

New Zealand Australia New Zealand Australia 

Whear 100 acres x 0 acres Wheat 300 bushels 300 bushels 

6 bushels/acre 

600 bushels 0 

Cotton 0 acres 100 acres x 6 bales/acre | Cotton 300 bales 300 bales 

/ 0 ‘ 600 bales 
A ee 

ae 

Australia New Zealand 

600 

Cotton (bales) 
Cotton (bales) 

200 

c —- 5( 
a - 150 

PEE Pay ee ( 
0 150 200 500 

) 150 500 660 

Citert (eis 
Wheat (bushels) 

Wheat (bushels) 

a FIGURE 20.2 Expanded Possibilities After Trade 

Trade enables both countries to move beyond their own resource constraints—beyond their individual pro 

duction possibility frontiers. 
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Gains from Comparative Advantage Table 20.5 contains different land yield figures 

for New Zealand and Australia. Now New Zealand has a considerable absolute advantage in the 

production of both cotton and wheat, with 1 acre of land yielding 6 times as much wheat and 

twice as much cotton as | acre in Australia. Ricardo would argue that specialization and trade are — 

still mutually beneficial. 

TABLE 20.5 Yield per Acre of Wheat and Cotton 

New Zealand Australia 

Wheat 6 bushels’ e 1 bushel 

Cotton 6 bales 3 bales 

Again, preferences imply consumption of equal units of cotton and wheat in both countries. 

With no trade, New Zealand would divide its 100 available acres evenly, or 50/50, between the two 

crops. The result would be 300 bales of cotton and 300 bushels of wheat. Australia would divide 

its land 75/25. Table 20.6 shows that final production in Australia would be 75 bales of cotton and 

75 bushels of wheat. (Remember, we are assuming that in each country, people consume equal 

amounts of cotton and wheat.) Again, before any trade takes place, each country is constrained by 

its own domestic production possibility curve. 

TABLE 20.6 Total Production of Wheat and Cotton Assuming 
No Trade and 100 Available Acres 

New Zealand Australia 

Wheat 50 acres x 6 bushels/acre | 75 acres X 1 bushel/acre 

300 bushels 75 bushels 

Cotton 50 acres X 6 bales/acre 25 acres x 3 bales/acre 

300 bales 75 bales 

Imagine we are at a meeting of trade representatives of both countries. As a special adviser, 

David Ricardo is asked to demonstrate that trade can benefit both countries. He divides his 
demonstration into three stages, which you can follow in Table 20.7. 

TABLE 20.7 Realizing a Gain from Trade When One Country Has a Double Absolute 
Advantage 

STAGE 1 STAGE 2 

New Zealand Australia New Zealand Australia 

Wheat 50 acres X O acres Wheat 7 So :acres O acres 

6 bushels/acre 6 bushels/acre 

300 bushels 0 450 bushels 0 

Cotton 50 acres X 100 acres x Cotton 25 acres X 100 acres x 

6 bales/acre 3 bales/acre 6 bales/acre 3 bales/acre 
300 bales 300 bales 150 bales 300 bales 

STAGE 3 

New Zealand Australia 

100 bushels (trade) 
— 

Wheat 350 bushels 100 bushels 

(after trade) 

200 bales (trade) 

—<——_—___ 

Cotton 350 bales 100 bales 

(after trade) ee EEE eee 

In stage 1, Australia transfers all its land into cotton production. It will have no wheat and 
300 bales of cotton. New Zealand cannot completely specialize in wheat because it needs 
300 bales of cotton and will not be able to get enough cotton from Australia. The reason is that we 
are assuming that each country wants to consume equal amounts of cotton and wheat. 
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In stage 2, New Zealand transfers 25 acres out of cotton and into wheat. Now New Zealand 
has 25 acres in cotton that produce 150 bales and 75 acres in wheat that produce 450 bushels. 

Finally, the two countries trade. We assume that New Zealand ships 100 bushels of wheat to 
Australia in exchange for 200 bales of cotton. After the trade, New Zealand has 350 bales of cot- 
ton and 350 bushels of wheat; Australia has 100 bales of cotton and 100 bushels of wheat. Both 
countries are better off than they were before the trade (Table 20.6), and both have moved 

_ beyond their own production possibility frontiers. 

Why Does Ricardo’s Plan Work? To understand why Ricardo’s scheme works, let us 
return to the definition of comparative advantage. 

The real cost of producing cotton is the wheat that must be sacrificed to produce it. When we 

think of cost this way, it is less costly to produce cotton in Australia than to produce it in New Zealand, 
even though an acre of land produces more cotton in New Zealand. Consider the “cost” of 3 bales of 

cotton in the two countries. In terms of opportunity cost, 3 bales of cotton in New Zealand cost 

3 bushels of wheat; in Australia, 3 bales of cotton cost only 1 bushel of wheat. Because 3 bales are 
produced by 1 acre of Australian land, to get 3 bales, an Australian must transfer 1 acre of land 

from wheat to cotton production. Because an acre of land produces a bushel of wheat, losing 

1 acre to cotton implies the loss of 1 bushel of wheat. Australia has a comparative advantage in 

cotton production because its opportunity cost, in terms of wheat, is lower than New Zealand’s. 

This is illustrated in Figure 20.3. 

Opportunity “cost” of wheat 

Bales of 
cotton given up 

Opportunity “cost” of cotton 

Bales ot 
cotton gained 

Bushels of 
wheat given up 

Bushels of 

wheat gained 

Zealand & 
a 

Australia 

ae 1 
New Zealand has a comparative Australia has a comparative 

advantage in wheat production advantage in cotton production 

Conversely, New Zealand has a comparative advantage in wheat production. A unit of wheat 

in New Zealand costs 1 unit of cotton, while a unit of wheat in Australia costs 3 units of cotton. 

When countries specialize in producing goods in which they have a comparative advantage, they 

maximize their combined output and allocate their resources more efficiently. 

Rrerhis of Trade 

Ricardo might suggest a number of options for exchanging wheat and cotton to the trading part- 

ners. The one we just examined benefited both partners; in percentage terms, Australia made out 

slightly better. Other deals might have been more advantageous to New Zealand. 

The ratio at which a country can trade domestic products for imported products is the 

terms of trade. The terms of trade determine how the gains from trade are distributed among 

trading partners. In the case just considered, the agreed-to terms of trade were | bushel of wheat 

for 2 bales of cotton. Such terms of trade benefit New Zealand, which can get 2 bales of cotton for 

each bushel of wheat. If it were to transfer its own land from wheat to cotton, it would get only 

1 bale of cotton. The same terms of trade benefit Australia, which can get 1 bushel of wheat for 

2 bales of cotton. A direct transfer of its own land would force it to give up 3 bales of cotton for 

- 1 bushel of wheat. 

If the terms of trade changed to 3 bales of cotton for every bushel of wheat, only New Zealand 

would benefit. At those terms of trade, all the gains from trade would flow to New Zealand. Such 

terms do not benefit Australia at all because the opportunity cost of producing wheat domestically 
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4 FIGURE 20.3 

Comparative Advantage 
Means Lower 

Opportunity Cost 
The real cost of cotton is the 

wheat sacrificed to obtain it. The 

cost of 3 bales of cotton in New 

Zealand is 3 bushels of wheat (a 
half acre of land must be trans- 

ferred from wheat to cotton— 

refer to Table 20.5). However, 
the cost of 3 bales of cotton in 

Australia is only 1 bushel of 
wheat. Australia has a compara- 

tive advantage over New Zealand 
in cotton production, and New 
Zealand has a comparative 
advantage over Australia in 

wheat production. 

terms of trade The ratio 

at which a country can trade 

domestic products for 

imported products. 
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exchange rate The ratio 

at which two currencies are 

traded. The price of one 

currency in terms of another. 

is exactly the same as the trade cost: A bushel of wheat costs 3 bales of cotton. If the terms of trade 

went the other way—1 bale of cotton for each bushel of wheat—only Australia would benefit. 

New Zealand gains nothing because it can already substitute cotton for wheat at that ratio. To get 

a bushel of wheat domestically, however, Australia must give up 3 bales of cotton, and one-for-one 

terms of trade would make wheat much less costly for Australia. 

Both parties must have something to gain for trade to take place. In this case, you can see that 

both Australia and New Zealand will gain when the terms of trade are set between 1:1 and 3:1, 

cotton to wheat. 

Exchange Rates 

The examples used thus far have shown that trade can result in gains to both parties. When trade 

is free—unimpeded by government-instituted barriers—patterns of trade and trade flows result 

from the independent decisions of thousands of importers and exporters and millions of private 

households and firms. 
Private households decide whether to buy Toyotas or Chevrolets, and private firms decide 

whether to buy machine tools made in the United States or machine tools made in Taiwan, raw 

steel produced in Germany or raw steel produced in Pittsburgh. 

But how does this trade actually come about? Before a citizen of one country can buy a prod- 

uct made in another country or sold by someone in another country, a currency swap must take 

place. Consider Shane, who buys a Toyota from a dealer in Boston. He pays in dollars, but the 

Japanese workers who made the car receive their salaries in yen. Somewhere between the buyer of 

the car and the producer, a currency exchange must be made. The regional distributor probably 

takes payment in dollars and converts them into yen before remitting the proceeds to Japan. 

To buy a foreign-produced good, a consumer, in effect, has to buy foreign currency. The price 

of Shane’s Toyota in dollars depends on the price of the car stated in yen and the dollar price of 

yen. You probably know the ins and outs of currency exchange very well if you have ever traveled 

in another country. 

In May 2008, the British pound was worth $1.97. Now suppose you are in London having 

dinner. On the menu is a nice bottle of wine for 15 pounds. How can you figure out whether you 

want to buy it? You know what dollars will buy in the United States, so you have to convert the 

price into dollars. Each pound will cost you $1.97, so 15 pounds will cost you $1.97 x 15 = $29.55. 

The attractiveness of foreign goods to U.S. buyers and of U.S. goods to foreign buyers 

depends in part on the exchange rate, the ratio at which two currencies are traded. If the price 
of pounds were to fall to $1.20, that same bottle of wine would cost $18. > 

To understand the patterns of trade that result from the actions of hundreds of thousands 
of independent buyers and sellers—households and firms—we must know something about 
the factors that determine exchange rates. Exchange rate determination is very complicated. 
Here, however, we can demonstrate two things. First, for any pair of countries, there is a range 
of exchange rates that can lead automatically to both countries’ realizing the gains from spe- 
cialization and comparative advantage. Second, within that range, the exchange rate will 
determine which country gains the most from trade. In short, exchange rates determine the 
terms of trade. 

Trade and Exchange Rates in a Two-Country/Two-Good World Consider 
first a simple two-country/two-good model. Suppose both the United States and Brazil produce 
only two goods—raw timber and rolled steel. Table 20.8 gives the current prices of both goods 
as domestic buyers see them. In Brazil, timber is priced at 3 reals (R) per foot and steel is priced 
at 4 R per meter. In the United States, timber costs $1 per foot and steel costs $2 per meter. 

TABLE 20.8 Domestic Prices of Timber (per Foot) and Rolled 
Steel (per Meter) in the United States and Brazil 

United States Brazil 

Timber $1 3 Reals 
Rolled steel $2 4 Reals 
- oo eeSSSSSSSSSSSSSSSSeeSeSeSeSSSSSSSsSsSs 
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i Suppose U.S. and Brazilian buyers have the option of buying at home or importing to meet 
: their needs. The options they choose will depend on the exchange rate. For the time being, we will 

ignore transportation costs between countries and assume that Brazilian. and U.S. products are of 
equal quality. 

Let us start with the assumption that the exchange rate is $1 = 1 R. From the standpoint of 
. _US. buyers, neither Brazilian steel nor Brazilian timber is competitive at this exchange rate. A 
_ dollar buys a foot of timber in the United States, but if converted into a real, it will buy only one- 

third of a foot. The price of Brazilian timber to an American is $3 because it will take $3 to buy 
the necessary 3 R. Similarly, $2 buys a meter of rolled steel in the United States, but the same $2 
buys only half a meter of Brazilian steel. The price of Brazilian steel to an American is $4, twice 
the price of domestically produced steel. 

At this exchange rate, however, Brazilians find that U.S.-produced steel and timber are less 

expensive than steel and timber produced in Brazil. Timber at home—Brazil—costs 3 R, but 3 R 

buys $3, which buys 3 times as much timber in the United States. Similarly, steel costs 4 R at home, 

but 4 R buys $4, which buys twice as much U.S.-made steel. At an exchange rate of $1 = 1 R, Brazil 

will import steel and timber and the United States will import nothing. 

However, now suppose the exchange rate is 1 R = $0.25. This means that 1 dollar buys 4 R. At 

this exchange rate, the Brazilians buy timber and steel at home and the Americans import both 

goods. At this exchange rate, Americans must pay a dollar for a foot of U.S. timber, but the same 

amount of timber can be had in Brazil for the equivalent of $0.75. (Because 1 R costs $0.25, 3 R 

can be purchased for $0.75.) Similarly, steel that costs $2 per meter in the United States costs an 

American half as much in Brazil because $2 buys 8 R, which buys 2 meters of Brazilian steel. At 
the same time, Brazilians are not interested in importing because both goods are cheaper when 

purchased from a Brazilian producer. In this case, the United States imports both goods and 

Brazil imports nothing. 

So far we can see that at exchange rates of $1 = 1 Rand $1 = 4 R, we get trade flowing in only 

one direction. Let us now try an exchange rate of $1 = 2 R, or 1 R = $0.50. First, Brazilians will 
buy timber in the United States. Brazilian timber costs 3 R per foot, but 3 R buys $1.50, which is 

enough to buy 1.5 feet of U.S. timber. Buyers in the United States will find Brazilian timber too 

expensive, but Brazil will import timber from the United States. At this same exchange rate, how- 

ever, both Brazilian and U.S. buyers will be indifferent between Brazilian and U.S. steel. To U.S. 

buyers, domestically produced steel costs $2. Because $2 buys 4 R, a meter of imported Brazilian 

steel also costs $2. Brazilian buyers also find that steel costs 4 R, whether domestically produced 

or imported. Thus, there is likely to be no trade in steel. 

What happens if the exchange rate changes so that $1 buys 2.1 R? While U.S. timber is still 

cheaper to both Brazilians and Americans, Brazilian steel begins to look good to U.S. buyers. Steel 

produced in the United States costs $2 per meter, but $2 buys 4.2 R, which buys more than a 

meter of steel in Brazil. When $1 buys more than 2 R, trade begins to flow in both directions: 

Brazil will import timber, and the United States will import steel. 

If you examine Table 20.9 carefully, you will see that trade flows in both directions as long as 

the exchange rate settles between $1 = 2 R and $1 = 3 R. Stated the other way around, trade will 

flow in both directions if the price of a real is between $0.33 and $0.50. 

| TABLE 20.9 Trade Flows Determined by Exchange Rates 

Exchange Rate Price of Real Result 

$1=1R $ 1.00 Brazil imports timber and steel. 

$1=2R 50 Brazil imports timber. 

$1=2.1R 48 Brazil imports timber; United States imports steel. 

Sli 2 OUR 34 Brazil imports timber; United States imports steel. 

Sl -3R 2p, United States imports steel. 

$1=4R Zo United States imports timber and steel. 

2 nnn EEE 

Exchange Rates and Comparative Advantage If the foreign exchange market dri- 

“ves the exchange rate to anywhere between 2 and 3 R per dollar, the countries will automati- 

cally adjust and comparative advantage will be realized. At these exchange rates, U.S. buyers 
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factor endowments The 

quantity and quality of labor, 

land, and natural resources of 

a country. 

Heckscher-Ohlin 

theorem A theory that 

explains the existence of a 

country’s comparative 

advantage by its factor 

endowments: A country has a 

comparative advantage in the 

production of a product if that 
country Is relatively well 

endowed with inputs used 

intensively in the production of 

that product. 

begin buying all their steel in Brazil. The U.S. steel industry finds itself in trouble. Plants close, 

and U.S. workers begin to lobby for tariff protection against Brazilian steel. At the same time, 

the U.S. timber industry does well, fueled by strong export demand from Brazil. The timber- 

producing sector expands. Resources, including capital and labor, are attracted into timber 

production. 

The opposite occurs in Brazil. The Brazilian timber industry suffers losses as export demand 

dries up and Brazilians turn to cheaper U.S. imports. In Brazil, lumber companies turn to the 

government and ask for protection from cheap U.S. timber. However, steel producers in Brazil are 

happy. They are not only supplying 100 percent of the domestically demanded steel but also sell- 

ing to U.S. buyers. The steel industry expands, and the timber industry contracts. Resources, 

including labor, flow into steel. 

With this expansion-and-contraction scenario in mind, let us look again at our original def- 

inition of comparative advantage. If we assume that prices reflect resource use and resources can 

be transferred from sector to sector, we can calculate the opportunity cost of steel/timber in both 

countries. In the United States, the production of a meter of rolled steel consumes twice the 

resources that the production of a foot of timber consumes. Assuming that resources can be 

transferred, the opportunity cost of a meter of steel is 2 feet of timber (Table 20.8). In Brazil, a 

meter of steel uses resources costing 4 R, while a unit of timber costs 3 R. To produce a meter of 

steel means the sacrifice of only four-thirds (or one and one-third) feet of timber. Because the 

opportunity cost of a meter of steel (in terms of timber) is lower in Brazil, we say that Brazil has 

a comparative advantage in steel production. 

Conversely, consider the opportunity cost of timber in the two countries. Increasing timber 

production in the United States requires the sacrifice of half a meter of steel for every foot of 

timber—producing a meter of steel uses $2 worth of resources, while producing a foot of tim- 

ber requires only $1 worth of resources. Nevertheless, each foot of timber production in Brazil 

requires the sacrifice of three-fourths of a meter of steel. Because the opportunity cost of tim- 

ber is lower in the United States, the United States has a comparative advantage in the produc- 

tion of timber. If exchange rates end up in the right ranges, the free market will drive each 

country to shift resources into those sectors in which it enjoys a comparative advantage. Only 

those products in which a country has a comparative advantage will be competitive in world 

markets. 

The Sources of Comparative Advaritage 
Specialization and trade can benefit all trading partners, even those that may be inefficient pro- 

ducers in an absolute sense. If markets are competitive and if foreign exchange markets are linked 

to goods-and-services exchange, countries will specialize in producing products in which they 
have a comparative advantage. 

So far, we have said nothing about the sources of comparative advantage. What determines 
whether a country has a comparative advantage in heavy manufacturing or in agriculture? What 
explains the actual trade flows observed around the world? Various theories and empirical work on 
international trade have provided some answers. Most economists look to factor endowments— 
the quantity and quality of labor, land, and natural resources of a country—as the principal 
sources of comparative advantage. Factor endowments seem to explain a significant portion of 
actual world trade patterns. 

The Heckscher-Ohlin Theorem 

Eli Heckscher and Bertil Ohlin, two Swedish economists who wrote in the first half of the twenti- 
eth century, expanded and elaborated on Ricardo’s theory of comparative advantage. The 
Heckscher-Ohlin theorem ties the theory of comparative advantage to factor endowments. It 
assumes that products can be produced using differing proportions of inputs and that inputs are 
mobile between sectors in each economy but that factors are not mobile between economies. 
According to this theorem, a country has a comparative advantage in the production of a product 
if that country is relatively well endowed with inputs used intensively in the production of that 
product. 
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This idea is simple. A country with a great deal of good fertile land is likely to have a compar- 
ative advantage in agriculture. A country with a large amount of accumulated capital is likely to 
have @ comparative advantage in heavy manufacturing. A country well-endowed with human 
capital is likely to have a comparative advantage in highly technical goods. 

Other Explanations for Observed Trade Flows 
Comparative advantage is not the only reason countries trade. It does not explain why many 
countries import and export the same kinds of goods. The United States, for example, exports 
and imports automobiles. 

Just as industries within a country differentiate their products to capture a domestic market, 

they also differentiate their products to please the wide variety of tastes that exists worldwide. 

The Japanese automobile industry, for example, began producing small, fuel-efficient cars long 

before U.S. automobile makers did. In doing so, the Japanese auto industry developed expertise 

in creating products that attracted a devoted following and considerable brand loyalty. BMWs, 

made mostly in Germany, and Volvos, made mostly in Sweden, also have their champions in 

many countries. Just as product differentiation is a natural response to diverse preferences within 

an economy, it is also a natural response to diverse preferences across economies. 

This idea is not inconsistent with the theory of comparative advantage. If the Japanese devel- 

oped skills and knowledge that gave them an edge in the production of fuel-efficient cars, that 

knowledge can be thought of as a very specific kind of capital that is not currently available to 

other producers. The Volvo company invested in a form of intangible capital called goodwill. That 

goodwill, which may come from establishing a reputation for safety and quality over the years, is 

one source of the comparative advantage that keeps Volvos selling on the international market. 
Some economists distinguish between gains from acquired comparative advantages and gains 

from natural comparative advantages. 

Another explanation for international trade is that some economies of scale may be available 

when firms are producing for a world market that would not be available when they are produc- 

ing for a more limited domestic market. But because the evidence suggests that economies of 

scale are exhausted at a relatively small size in most industries, it seems unlikely that they consti- 

tute a compelling explanation of world trade patterns. 

Trade Barriers: Tariffs, Export Subsidies, 

and Quotas 
Trade barriers—also called obstacles to trade—take many forms. The three most common are tar- 

iffs, export subsidies, and quotas. All are forms of protection shielding some sector of the econ- 

omy from foreign competition. 

A tariff is a tax on imports. The average tariff on imports into the United States is less than 

5 percent. Certain protected items have much higher tariffs. For example, in 2008, tariffs were 

61 percent on rubber footware and 35 percent for canned tuna. 

Export subsidies—government payments made to domestic firms to encourage exports— 

can also act as a barrier to trade. One of the provisions of the Corn Laws that stimulated Ricardo’s 

musings was an export subsidy automatically paid to farmers by the British government when the 

price of grain fell below a specified level. The subsidy served to keep domestic prices high, but it 

flooded the world market with cheap subsidized grain. Foreign farmers who were not subsidized 

were driven out of the international marketplace by the artificially low prices. 

Farm subsidies remain a part of the international trade landscape today. Many countries 

continue to appease their farmers by heavily subsidizing exports of agricultural products. The 

political power of the farm lobby in many countries has had an important effect on recent inter- 

national trade negotiations aimed at reducing trade barriers. The prevalence of farm subsidies 

in the developed world has become a major rallying point for less developed countries as they 

strive to compete in the global marketplace. Many African nations, in particular, have a compar- 

“ative advantage in agricultural land. In producing agricultural goods for export to the world 

marketplace, however, they must compete with food produced on heavily subsidized farms in 

protection The practice of 

shielding a sector of the 

economy from foreign 

competition. 

tariff A tax on imports. 

export subsidies 
Government payments made 
to domestic firms to encourage 

exports. 
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Europe and the United States. Countries such as France have particularly high farm subsidies, 

which, it argues, helps preserve the rural heritage of France. One side effect of these subsidies, 

however, is to make it more difficult for some of the poorer nations in the world to compete. 

Some have argued that if developed nations eliminated their farm subsidies, this would have a 

much larger effect on the economies of some African nations than is currently achieved by char- 

itable aid programs. 

Closely related to subsidies is dumping. Dumping occurs when a firm or industry sells its 

products on the world market at prices lower than its cost of production. Charges of dumping are 

often brought by a domestic producer that believes itself to be subject to unfair competition. In 

the United States, claims of dumping are brought before the International Trade Commission. In 

2007, for example, a small manufacturer of thermal paper charged China and Germany with 

dumping. In 2006, the European Union brought a dumping charge against Chinese shoes. 

Determining whether dumping has actually occurred can be difficult. Domestic producers argue 

that foreign firms will dump their product in the United States, drive out American competitors, 

and then raise prices, thus harming consumers. Foreign exporters, on the other hand, claim that 

their prices are low simply because their costs are low and that no dumping has occurred. 

Figuring out the costs for German thermal paper or Chinese shoes is not easy. In the case of the 

Chinese shoe claim, for example, the Chinese government pointed out that shoes are a very labor- 

intensive product and that given China’s low wages, it should not be a surprise that it is able to 

produce shoes very cheaply. In other words, the Chinese claim that shoes are an example of the 

theory of comparative advantage at work rather than predatory dumping. 

A quota is a limit on the quantity of imports. Quotas can be mandatory or voluntary, and 

they may be legislated or negotiated with foreign governments. The best-known voluntary quota, 

or “voluntary restraint,” was negotiated with the Japanese government in 1981. Japan agreed to 

reduce its automobile exports to the United States by 7.7 percent, from the 1980 level of 1.82 mil- 

lion units to 1.68 million units. Many quotas limit trade around the world today. Perhaps the 

best-known recent case is the textile quota imposed in August 2005 by the European Union on 

imports of textiles from China. Because China had exceeded quotas that had been agreed to ear- 

lier in the year, the EU blocked the entry of Chinese-produced textiles into Europe; as a result, 

more than 100 million garments piled up in European ports. 

U.S. Trade Policies, GATT, and the WTO 

The United States has been a high-tariff nation, with average tariffs of over 50 percent, for much 

of its history. The highest were in effect during the Great Depression following the Smoot- 

Hawley tariff, which pushed the average tariff rate to 60 percent in 1930. The Smoot-Hawley 

tariff set off an international trade war when U.S. trading partners retaliated with tariffs of their 

own. Many economists say the decline in trade that followed was one of the causes of the world- 
wide depression of the 1930s.! 

In 1947, the United States, with 22 other nations, agreed to reduce barriers to trade. It also 
established an organization to promote liberalization of foreign trade. This General Agreement 
on Tariffs and Trade (GATT), at first considered to be an interim arrangement, continues 
today and has been quite effective. The most recent round of world trade talks sponsored by 
GATT, the Uruguay Round, began in Uruguay in 1986. It was initialed by 116 countries on 
December 15, 1993, and was formally approved by the U.S. Congress after much debate following 
the election in 1994. The Final Act of the Uruguay Round of negotiations is the most comprehen- 
sive and complex multilateral trade agreement in history. 

In 1995, as part of GATT, the World Trade Organization (WTO) was established. The 
WTO is a negotiating forum designed to deal with rules of trade across nations. It helps facilitate 
freer trade across countries, negotiate trade disputes that arise, and broker trade agreements. 

While the WTO was founded to promote free trade, its member countries clearly have different 
incentives as they confront trade cases. In recent years, differences between developed and develop- 
ing countries have come to the fore. In 2001, ata WTO meeting in Doha, Qatar, the WTO launched 
a new initiative, the Doha Development Agenda, to deal with some of the issues that intersect the 
areas of trade and development. In 2007, the Doha Development Agenda continued to struggle over 

' See especially Charles Kindleberger, The World in Depression 1929-1939 (London: Allen Lane, 1973). 
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the issue of agriculture and farm subsidies that were described earlier in this chapter. The less devel- 
oped countries, with sub-Saharan Africa taking the lead, seek to eliminate all farm subsidies cur- 
rently paid by the United States and the European Union (EU). The EU has, for its part, tried to 
push the less developed countries toward better environmental policies as part of a broader free 
trade package. 

The movement in the United States has been away from tariffs and quotas and toward freer trade. 
The Reciprocal Trade Agreements Act of 1934 authorized the president to negotiate trade agreements 
on behalf of the United States. As part of trade negotiations, the president can confer most-favored- 

nation status on individual trading partners. Imports from countries with most-favored-nation status 
are taxed at the lowest negotiated tariff rates. In addition, in recent years, several successful rounds of 
tariff-reduction negotiations have reduced trade barriers to their lowest levels ever. 

Despite this general trend toward freer trade, most American presidents in the last 50 years 

have made exceptions to protect one economic sector or another. Eisenhower and Kennedy 

restricted imports of Japanese textiles; Johnson restricted meat imports to protect Texas beef pro- 

ducers; Nixon restricted steel imports; Reagan restricted automobiles from Japan. In early 2002, 

President George W. Bush imposed a 30 percent tariff on steel imported from the EU. In 2003, the 

WTO ruled that these tariffs were unfair and allowed the EU to slap retaliatory tariffs on U.S. 

products. Shortly thereafter, the steel tariffs were rolled back, at least on EU steel. At present, the 

United States has high tariffs on sugar-based ethanol, an energy source competitive with corn- 

based ethanol. 

Economic Integration Economic integration occurs when two or more nations join to 
form a free-trade zone. In 1991, the European Community (EC, or the Common Market) began 

forming the largest free-trade zone in the world. The economic integration process began that 

December, when the 12 original members (the United Kingdom, Belgium, France, Germany, 

Italy, the Netherlands, Luxembourg, Denmark, Greece, Ireland, Spain, and Portugal) signed the 

Maastricht Treaty. The treaty called for the end of border controls, a common currency, an end to 

all tariffs, and the coordination of monetary and political affairs. The European Union (EU), as 

the EC is now called, has 27 members and 3 applicants (for a list, see the Summary, p. 421). On 

January 1, 1993, all tariffs and trade barriers were dropped among the member countries. Border 

checkpoints were closed in early 1995. Citizens can now travel among member countries without 

passports. 
The United States is not a part of the EU. However, in 1988, the United States (under 

President Reagan) and Canada (under Prime Minister Mulroney) signed the U.S.-Canadian 

Free Trade Agreement, which removed all barriers to trade, including tariffs and quotas, 

between the two countries in 1998. 

During the last days of the George H. W. Bush administration in 1992, the United States, 

Mexico, and Canada signed the North American Free Trade Agreement (NAFTA), with the 

three countries agreeing to establish all of North America as a free-trade zone. The agreement 

eliminated all tariffs over a 10- to 15-year period and removed restrictions on most investments. 

During the presidential campaign of 1992, NAFTA was hotly debated. Both Bill Clinton and 

George Bush supported the agreement. Industrial labor unions that might be affected by increased 

imports from Mexico (such as those in the automobile industry) opposed the agreement, while 

industries whose exports to Mexico might increase as a result of the agreement—for example, the 

machine tool industry—supported it. Another concern was that Mexican companies were not 

subject to the same environmental regulations as U.S. firms, so U.S. firms might move to Mexico 

for this reason. 

NAETA was ratified by the U.S. Congress in late 1993 and went into effect on the first day of 

1994. The U.S. Department of Commerce estimated that as a result of NAFTA, trade between 

the United States and Mexico increased by nearly $16 billion in 1994. In addition, exports from 

the United States to Mexico outpaced imports from Mexico during 1994. In 1995, however, the 

agreement fell under the shadow of a dramatic collapse of the value of the peso. U.S. exports to 

Mexico dropped sharply, and the United States shifted from a trade surplus to a large trade 

deficit with Mexico. Aside from a handful of tariffs, however, all of NAFTA’s commitments were 

fully implemented by 2003, and an 8-year report signed by all three countries declared the pact 

a success. The report concludes, “Eight years of expanded trade, increased employment and 

investment, and enhanced opportunity for the citizens of all three countries have demonstrated 

that NAFTA works and will continue to work.” In 2007, trade among the NAFTA nations 

reached $930 billion. 
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ECONOMICS IN PRACTICE : 

Trade Barriers Take a Hit in 2008 

Sometimes trade barriers rise and fall as a consequence of 

changes in the international economy. In 2008, the com- 

bination of a diminished supply and a rising demand 

pushed agricultural prices up dramatically worldwide. 

The arguments posed by the agricultural lobby to main- 

tain trade barriers was offset by the need for an affordable 

food supply, and tariff barriers fell. The following article 

_ describes what happened. 

High Food Prices Stir Movement on Tarriffs 

The Wall Street Journal 

BRUSSELS—The world’s scramble for affordable food is tearing at the patchwork of 

agricultural tariffs that governments have long used to control trade—and offering a 

glimmer of hope to those trying to kick-start a stalled global trade deal. 

Some countries are slashing import duties to attract staples like wheat, rice and 
cooking oil. Europe, traditionally the world’s most outspoken advocate of protected 
food markets, recently removed cereal-import duties for the first time. Others—notable 

China—are raising export duties to keep domestic markets well stocked. 
So far, the situation hasn’t forced a rethinking of subsidies that farmers in the devel- 

oped world receive. But some say that is an inevitable consequence of higher global 
food prices. “The market situation now means there’s less pressure on farmers,” says 

Peter Mandelson, the European Union’s trade commissioner. 
Manipulating tariffs to meet market demands isn’t new. In the early 1970s, the 

Soviet Union suffered from shortages of soybeans, wheat and other crops. Western 

powers set stiff export tariffs or quotas to stop Moscow from buying up too much pro- 

duction. After World War Il, weakened European powers protected their battered farm 

sector with import tariffs and subsidies. M 

If food prices fall sharply, the global shift on tariffs could reverse..The U.N. and 

other agencies forecast that prices will remain high, although this year better weather is 

expected to boost production in Europe and Australia. 

“Trade and trade policy are adjusting to a simple fact,” says Michael Mann, the EU’s 

agricultural spokesman. “We used to have too much food, and now we have too little.” 

Source: John W. Miller, February 12, 2008. —Lauren Etter in Chicago contributed to this article. 

Free Trade or Protection? 
One of the great economic debates of all time revolves around the free-trade-versus-protection 
controversy. We briefly summarize the arguments in favor of each. 

The Case for Free Trade 

In one sense, the theory of comparative advantage is the case for free trade. Trade has potential 
benefits for all nations. A good is not imported unless its net price to buyers is below the net price 
of the domestically produced alternative. When the Brazilians in our earlier example found U.S. 
timber less expensive than their own, they bought it, yet they continued to pay the same price for 
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homemade steel. Americans bought less expensive Brazilian steel, but they continued to buy 
domestic timber at the same lower price. Under these conditions, both Americans and Brazilians 
ended up paying less and consuming more. 

At the same time, resources (including labor) move out of steel production and into timber 
production in the United States. In Brazil, resources (including labor) move out of timber 
production and into steel production. The resources in both countries are used more efficiently. 
Tariffs, export subsidies, and quotas, which interfere with the free movement of goods and ser- 
vices around the world, reduce or eliminate the gains of comparative advantage. 

We can use supply and demand curves to illustrate this. Suppose Figure 20.4 shows domestic 
supply and demand for textiles. In the absence of trade, the market clears at a price of $4.20. At 
equilibrium, 450 million yards of textiles are produced and consumed. 

a. Domestic supply and demand for textiles b. Effect of $1 tariff per unit 
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4 FIGURE 20.4 The Gains from Trade and Losses from the Imposition of a Tariff 

A tariff of $1 increases the market price facing consumers from $2 per yard to $3 per yard. The government 

collects revenues equal to the gray shaded area in b. The loss of efficiency has two components. First, con- 

sumers must pay a higher price for goods that could be produced at lower cost. Second, marginal producers 

are drawn into textiles and away from other goods, resulting in inefficient domestic production. The triangle 

labeled ABC in b is the dead weight loss or excess burden resulting from the tariff. 

Assume now that textiles are available at a world price of $2. This is the price in dollars that 

Americans must pay for textiles from foreign sources. If we assume that an unlimited quantity of 

textiles is available at $2 and there is no difference in quality between domestic and foreign tex- 

tiles, no domestic producer will be able to charge more than $2. In the absence of trade barriers, 

the world price sets the price in the United States. As the price in the United States falls from 

$4.20 to $2.00, the quantity demanded by consumers increases from 450 million yards to 

700 million yards, but the quantity supplied by domestic producers drops from 450 million yards 

to 200 million yards. The difference, 500 million yards, is the quantity of textiles imported. 

The argument for free trade is that each country should specialize in producing the goods and 

services in which it enjoys a comparative advantage. If foreign producers can produce textiles at a 

much lower price than domestic producers, they have a comparative advantage. As the world price 

of textiles falls to $2, domestic (U.S.) quantity supplied drops and resources are transferred to other 

sectors. These other sectors, which may be export industries or domestic industries, are not shown 

in Figure 20.4a. It is clear that the allocation of resources is more efficient at a price of $2. Why 

should the United States use domestic resources to produce what foreign producers can produce at 

a lower cost? U.S. resources should move into the production of the things it produces best. 

Now consider what happens to the domestic price of textiles when a trade barrier is imposed. 

Figure 20.4b shows the effect of a set tariff of $1 per yard imposed on imported textiles. The tariff 

raises the domestic price of textiles to $2 + $1 = $3. The result is that some of the gains from trade 
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are lost, First, consumers are forced to pay a higher price for the same good. The quantity of 

textiles demanded drops from 700 million yards under free trade to 600 million yards because 

some consumers are not willing to pay the higher price. Notice in Figure 20.4b the triangle labeled 

ABC. This is the deadweight loss or excess burden resulting from the tariff. Absent the tariff, these 

100 added units of textiles would have generated benefits in excess of the $2 that each one cost. 

At the same time, the higher price of textiles draws some marginal domestic producers 

who could not make a profit at $2 into textile production. (Recall that domestic producers do 

not pay a tariff.) As the price rises to $3, the quantity supplied by producers rises from 

200 million yards to 300 million yards. The result is a decrease in imports from 500 million 

yards to 300 million yards. nt ; 

Finally, the imposition of the tariff means that the government collects revenue equal to 

the shaded area in Figure 20.4b. This shaded area is equal to the tariff rate per unit ($1) times 

the number of units imported after the tariff is in place (300 million yards). Thus, receipts 

from the tariff are $300 million. 

What is the final result of the tariff? Domestic producers receiving revenues of only $2 per 

unit before the tariff was imposed now receive a higher price and earn higher profits. However, 

these higher profits are achieved at a loss of efficiency. Trade barriers prevent a nation from reap- 

ing the benefits of specialization, push it to adopt relatively inefficient production techniques, and 

force consumers to pay higher prices for protected products than they would otherwise pay. 

The Case for Protection 

A case can also be made in favor of tariffs and quotas. Over the course of U.S. history, protection- 

ist arguments have been made so many times by so many industries before so many congressional 

committees that it seems all pleas for protection share the same themes. We describe the most fre- 

quently heard pleas next. 

Protection Saves Jobs The main argument for protection is that foreign competition 

costs Americans their jobs. When Americans buy imported Toyotas, U.S. produced cars go 

unsold. Layoffs in the domestic auto industry follow. When Americans buy Chinese textiles, 

American workers may lose their jobs. When Americans buy shoes or textiles from Korea or 

Taiwan, the millworkers in Maine and Massachusetts, as well as in South Carolina and Georgia, 

lose their jobs. 

It is true that when we buy goods from foreign producers, domestic producers suffer. 

However, there is no reason to believe that the workers laid off in the contracting sectors will not 

ultimately be reemployed in expanding sectors. Foreign competition in textikes, for example, has 

meant the loss of U.S. jobs in that industry. Thousands of textile workers in New England lost 

their jobs as the textile mills closed over the last 40 years. Nevertheless, with the expansion of 

high-tech industries, the unemployment rate in Massachusetts fell to one of the lowest in the 

country in the mid-1980s, and New Hampshire, Vermont, and Maine also boomed. By the 
1990s, New England had suffered another severe downturn, due partly to high-technology hard- 
ware manufacturing that had moved abroad. But by the late 1990s, its economy was booming 
again, this time on the back of what was called a “New Industrial Revolution”: the rise of 
Internet-based business. 

The adjustment is far from costless. The knowledge that some other industry, perhaps in 
some other part of the country, may be expanding is of little comfort to the person whose skills 
become obsolete or whose pension benefits are lost when his or her company abruptly closes a 
plant or goes bankrupt. The social and personal problems brought about by industry-specific 
unemployment, obsolete skills, and bankruptcy as a result of foreign competition are significant. 

These problems can be addressed in two ways. We can ban imports and give up the gains 
from free trade, acknowledging that we are willing to pay premium prices to save domestic jobs in 
industries that can produce more efficiently abroad; or we can aid the victims of free trade in a 
constructive way, helping to retrain them for jobs with a future. In some instances, programs to 
relocate people in expanding regions may be in order. Some programs deal directly with the tran- 
sition without forgoing the gains from trade. 
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ECONOMICS IN PRACTICE 
_A Petition 

While most economists argue in favor of free trade, it is important to recognize that some 
groups are likely to lose from freer trade. Arguments by the losing groups against trade have 
been around for hundreds of years. In the following article, you will find an essay by a French 

| satirist of the nineteenth century, Frederic Bastiat, complaining about the unfair competi- 
_ tion that the sun provides to candle makers. You see that the author proposes a quota, as 
opposed to a tariff, on the sun. 

From the Manufacturers of Candles, Tapers, Lanterns, Sticks, Street Lamps, Snuffers, 
and Extinguishers, and from Producers of Tallow, Oil, Resin, Alcohol, and Generally of 
Everything Connected with Lighting. 

To the Honourable Members of the Chamber 

of Deputies. 

Gentlemen: 

You are on the right track. You reject 

abstract theories and [have] little regard for 

abundance and low prices. You concern your- 

selves mainly with the fate of the producer. 

You wish to free him from foreign competi- 

tion, that is, to reserve the domestic market for 

domestic industry. 

We come to offer you a wonderful oppor- 

tunity for your—what shall we call it? Your 

theory? No, nothing is more deceptive than 

theory. Your doctrine? Your system? Your 

principle? But you dislike doctrines, you 

have a horror of systems, as for principles, 

you deny that there are any in political econ- 

omy; therefore we shall call it your practice— 
your practice without theory and without Screening out the sun would increase the 

principle. demand for candles. Should candlemakers 

be protected from unfair competition? 
We are suffering from the ruinous competi- 

tion of a rival who apparently works under 

conditions so far superior to our own for the production of light that he is flooding the 

domestic market with it at an incredibly low price; for the moment he appears, our sales 

cease, all the consumers turn to him, and a branch of French industry whose ramifica- 

tions are innumerable is all at once reduced to complete stagnation. This rival, which is 

none other than the sun, is waging war on us so mercilessly we suspect he is being 

stirred up against us by perfidious Albion (excellent diplomacy nowadays! ), particularly 

because he has for that haughty island a respect that he does not show for us. [A refer- 

ence to Britain’s reputation as a foggy island. | 

We ask you to be so good as to pass a law requiring the closing of all windows, 

dormers, skylights, iriside and outside shutters, curtains, casements, bull’s-eyes, dead- 

lights, and blinds—in short, all openings, holes, chinks, and fissures through which the 

light of the sun is wont to enter houses, to the detriment of the fair industries with 

which, we are proud to say, we have endowed the country, a country that cannot, with- 

out betraying ingratitude, abandon us today to so unequal a combat. 
ee Sw SS 

Source: Frederic Bastiat (1801 to 1850), New Australian. Reprinted by permission 
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Some Countries Engage in Unfair Trade Practices Attempts by U.S. firms to 

monopolize an industry are illegal under the Sherman and Clayton acts. If a strong company 

decides to drive the competition out of the market by setting prices below cost, it would be 

aggressively prosecuted by the Antitrust Division of the Justice Department. However, the argu- 

ment goes, if we will not allow a U.S. firm to engage in predatory pricing or monopolize an indus- 

try or a market, can we stand by and let a German firm or a Japanese firm do so in the name of 

free trade? This is a legitimate argument and one that has gained significant favor in recent years. 

How should we respond when a large international company or a country behaves strategically 

against a domestic firm or industry? Free trade may be the best solution when everybody plays by 

the rules, but sometimes we have to fight back. Thé WTO is the vehicle currently used to negoti- 

ate disputes of this sort. 

Cheap Foreign Labor Makes Competition Unfair Let us say that a particular 

country gained its “comparative advantage” in textiles by paying its workers low wages. How can 

U.S. textile companies compete with companies that pay wages that are less than a quarter of 

what U.S. companies pay? Questions like this are often asked by those concerned with competi- 

tion from China and India. 
First, remember that wages in a competitive economy reflect productivity: a high ratio of 

output to units of labor. Workers in the United States earn higher wages because they are more 

productive. The United States has more capital per worker; that is, the average worker works with 

better machinery and equipment and its workers are better trained. Second, trade flows not 
according to absolute advantage, but according to comparative advantage: All countries benefit, 

even if one country is more efficient at producing everything. 

Protection Safeguards National Security Beyond saving jobs, certain sectors of 
the economy may appeal for protection for other reasons. The steel industry has argued for 

years with some success that it is vital to national defense. In the event of a war, the United 

States would not want to depend on foreign countries for a product as vital as steel. Even if we 

acknowledge another country’s comparative advantage, we may want to protect our own 

resources. 
Virtually no industry has ever asked for protection without invoking the national defense 

argument. Testimony that was once given on behalf of the scissors and shears industry argued 

that “in the event of a national emergency and imports cutoff, the United States would be with- 

out a source of scissors and shears, basic tools for many industries and trades essential to our 

national defense.” The question lies not in the merit of the argument, but in just how seriously it 
can be taken if every industry uses it. 

Protection Discourages Dependency Closely related to the national defense argu- 
ment is the claim that countries, particularly small or developing countries, may come to rely 
too heavily on one or more trading partners for many items. If a small country comes to rely 
on a major power for food or energy or some important raw material in which the large nation 
has a comparative advantage, it may be difficult for the smaller nation to remain politically 
neutral. Some critics of free trade argue that larger countries, such as the United States, Russia, 
and China have consciously engaged in trade with smaller countries to create these kinds of 
dependencies. 

Therefore, should small, independent countries consciously avoid trading relationships that 
might lead to political dependence? This objective may involve developing domestic industries in 
areas where a country has a comparative disadvantage. To do so would mean protecting that 
industry from international competition. 

Environmental Concerns In recent years, concern about the environment has led some 
people to question advantages of free trade. Some environmental groups, for example, argue that 
the WTO's free trade policies may harm the environment. The central argument is that poor 
countries will become havens for polluting industries that will operate their steel and auto facto- 
ries with few environmental controls. 
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These issues are quite complex, and there is much dispute among economists about the 
interaction between free trade and the environment. One relatively recent study of sulphur diox- 
ide, for example, found that in the long run, free trade reduces pollution, largely by increasing the 
income of countries; richer countries typically choose policies to improve the environment.’ 
Thus, while free trade and increased development initially may cause pollution levels to rise, in 
the long run, prosperity is a benefit to the environment. Many also argue that there are complex 
trade-offs to be made between pollution control and problems such as malnutrition and health 
for poor countries. The United States and Europe both traded off faster economic growth and 
income against cleaner air and water at earlier times in their development. Some argue that it is 
unfair for the developed countries to impose their preferences on other countries facing more 
difficult trade-offs. 

Nevertheless, the concern with global climate change has stimulated new thinking in this 
area. A recent study by the Tyndall Centre for Climate Change Research in Britain found that in 
2004, 23 percent of the greenhouse gas emissions produced by China were created in the produc- 
tion of exports. In other words, these emissions come not as a result of goods that China’s popu- 
lation is enjoying as its income rises, but as a consequence of the consumption of the United 

States and Europe, where most of these goods are going. In a world in which the effects of carbon 
emissions are global and all countries are not willing to sign binding global agreements to control 

emissions, trade with China may be a way for developed nations to avoid their commitments to 

pollution reduction. Some have argued that penalties could be imposed on high-polluting prod- 

ucts produced in countries that have not signed international climate control treaties as a way to 

ensure that the prices of goods imported this way reflect the harm that those products cause the 

Earth.’ Implementing these policies is, however, likely to be very complex, and some have argued 
that it is a mistake to bundle trade and environmental issues. As with other areas covered in this 

book, there is still disagreement among economists as to the right answer. 

Protection Safeguards Infant Industries Young industries in a given country 
may have a difficult time competing with established industries in other countries. In a 

dynamic world, a protected infant industry might mature into a strong industry worldwide 
because of an acquired, but real, comparative advantage. If such an industry is undercut and 

driven out of world markets at the beginning of its life, that comparative advantage might 

never develop. 
Yet efforts to protect infant industries can backfire. In July 1991, the U.S. government 

imposed a 6267 percent tariff on imports of active-matrix liquid crystal display screens (also 

referred to as “flat-panel displays” used primarily for laptop computers) from Japan. The 

Commerce Department and the International Trade Commission agreed that Japanese producers 

were selling their screens in the U.S. market at a price below cost and that this dumping threat- 

ened the survival of domestic laptop screen producers. The tariff was meant to protect the infant 

U.S. industry until it could compete head-on with the Japanese. 

Unfortunately for U.S. producers of laptop computers and for consumers who purchase 

them, the tariff had an unintended (although predictable) effect on the industry. Because U.S. 

laptop screens were generally recognized to be of lower quality than their Japanese counterparts, 

imposition of the tariff left U.S. computer manufacturers with three options: (1) They could use 

the screens available from U.S. producers and watch sales of their final product decline in the face 

of higher-quality competition from abroad, (2) they could pay the tariff for the higher-quality 

screens and watch sales of their final product decline in the face of lower-priced competition from 

abroad, or (3) they could do what was most profitable for them to do—move their production 

facilities abroad to avoid the tariff completely. The last option is what Apple and IBM did. In the 

end, not only were the laptop industry and its consumers hurt by the imposition of the tariff 

(due to higher costs of production and to higher laptop computer prices), but the U.S. screen 

industry was hurt as well (due to its loss of buyers for its product) by a policy specifically 

designed to help it. 

2 Werner Antweiler, Brian Copeland, and M. Scott Taylor, “Is Free Trade Good for the Environment?” AER, September, 2001. 

3 Judith Chevalier, “A Carbon Cap That Starts in Washington,” New York Times, December 16, 2007. 
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> FIGURE 20.5 Trade 

Openness Across the 
World (Index is 100 
minus the average 
effective tariff rate in the 
region.) 

The case for free trade has been made across the world as increasing numbers of countries 

have joined the world marketplace. Figure 20.5 traces the path of tariffs across the world from 

1980-2005. The lines show an index of trade openness, calculated as 100 minus the tariff rate. (So 

higher numbers mean lower tariffs.) We see rapid reductions in the last 25 years across the world, 

most notably in countries in the emerging and developing markets. 
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Source: International Monetary Fund, 2007 World Economic Outlook. 

Trade openness is measured as 100 minus the average effective tariff rate in the region. 

Source: International Monetary Fund, 2007 World Economic Outlook. 
Trade openness is measured as 100 minus the average effective tariff rate in the region. 

An Economic Consensus 
You now know something about how international trade fits into the structure of the economy. 

Critical to our study of international economics is the debate between free traders and pro- 

tectionists. On one side is the theory of comparative advantage, formalized by David Ricardo in 

the early part of the nineteenth century. According to this view, all countries benefit from special- 

ization and trade. The gains from trade are real, and they can be large; free international trade 

raises real incomes and improves the standard of living. 

On the other side are the protectionists, who point to the loss of jobs and argue for the protec- 

tion of workers from foreign competition. Although foreign competition can cause job loss in spe- 

cific sectors, it is unlikely to cause net job loss in an economy and workers will, over time, be 

absorbed into expanding sectors. Foreign trade and full employment can be pursued simultane- 

ously. Although economists disagree about many things, the vast majority of them favor free trade. 

SUMMARY 

I. All economies, regardless of their size, depend to some 

extent on other economies and are affected by events outside and free trade will benefit all trading partners, even those 
their borders. that may be absolutely less efficient producers. 

4. A country enjoys an absolute advantage over another country 
TRADE SURPLUSES AND DEFICITS ». 402 in the production of a product if it uses fewer resources 

2. Until the 1970s, the United States generally exported more to produce that product than the other country does. A 
than it imported—it ran a trade surplus. In the mid-1970s, ey has a comparative advantage in the production of a 
the United States began to import more merchandise than it product if that product can be produced at a lower cost in 
exported—a trade deficit. terms of other goods. 

5. Trade enables countries to move beyond their previous 

THE ECONOMIC BASIS FOR TRADE: COMPARATIVE resource and productivity constraints. When countries spe- 
ADVANTAGE p. 403 

3. The theory of comparative advantage, dating to David 

Ricardo in the nineteenth century, holds that specialization 

cialize in producing those goods in which they have a com- 
parative advantage, they maximize their combined output 
and allocate their resources more efficiently. 
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When trade is free, patterns of trade and trade flows result 
from the independent decisions of thousands of importers 
and exporters and millions of private households and firms. 
The relative attractiveness of foreign goods to U.S. buyers 
and of U.S. goods to foreign buyers depends in part on 
exchange rates, the ratios at which two currencies are traded 
for each other. 

For any pair of countries, there is a range of exchange rates 
that will lead automatically to both countries realizing the 
gains from specialization and comparative advantage. 
Within that range, the exchange rate will determine which 
country gains the most from trade. This leads us to conclude 
that exchange rates determine the terms of trade. 

If exchange rates end up in the right range (that is, in a range 
that facilitates the flow of goods between nations), the free 
market will drive each country to shift resources into those 
sectors in which it enjoys a comparative advantage. Only 
those products in which a country has a comparative advan- 
tage will be competitive in world markets. 

THE SOURCES OF COMPARATIVE ADVANTAGE ». 410 

10. The Heckscher-Ohlin theorem looks to relative factor 
endowments to explain comparative advantage and trade 

flows. According to the theorem, a country has a compara- 
tive advantage in the production of a product if that coun- 
try is relatively well endowed with the inputs that are used 
intensively in the production of that product. 

A relatively short list of inputs—natural resources, knowl- 
edge capital, physical capital, land, and skilled and unskilled 

labor—explains a surprisingly large portion of world trade 
patterns. However, the simple version of the theory of com- 
parative advantage cannot explain why many countries 

import and export the same goods. 

Some theories argue that comparative advantage can be 
acquired. Just as industries within a country differentiate 
their products to capture a domestic market, they also differ- 
entiate their products to please the wide variety of tastes that 

exists worldwide. This theory is consistent with the theory of 

comparative advantage. 

TRADE BARRIERS: TARIFFS, EXPORT SUBSIDIES, 
AND QUOTAS p. 411 
13. 

absolute advantage, p. 403 

comparative advantage, p. 403 

Corn Laws, p. 403 

Doha Development Agenda, p. 412 

dumping, p. 412 

economic integration, p. 413 

European Union (EU), p. 413 

exchange rate, p. 408 

Trade barriers take many forms. The three most common 
are tariffs, export subsidies, and quotas. All are forms of 

protection through which some sector of the economy is 

shielded from foreign competition. 

14. Although the United States has historically been a high-tariff 

be 

16. 

. 

nation, the general movement is now away from tariffs and 
quotas. The General Agreement on Tariffs and Trade (GATT), 

signed by the United States and 22 other countries in 1947, 
continues in effect today; its purpose is to reduce barriers to 
world trade and keep them down. Also important are the 
U.S.-Canadian Free Trade Agreement, signed in 1988, and the 
North American Free Trade Agreement, signed by the United 
States, Mexico, and Canada in the last days of the George H. 

W. Bush administration in 1992, taking effect in 1994, 

The World Trade Organization (WTO) was set up by GATT 

to act as a negotiating forum for trade disputes across 
countries. 

The European Union (EU) is a free-trade bloc composed of 
27 nations: Austria, Belgium, Bulgaria, Cyprus, the Czech 
Republic, Denmark, Estonia, Finland, France, Germany, 
Greece, Hungary, Ireland, Italy, Latvia, Lithuania, 

Luxembourg, Malta, the Netherlands, Poland, Portugal, 

Romania, Slovakia, Slovenia, Spain, Sweden, and the United 
Kingdom. Three others have applied for membership: 
Croatia, the Republic of Macedonia, and Turkey. Many econ- 
omists believe that the advantages of free trade within the 
bloc, a reunited Germany, and the ability to work well as a 

bloc will make the EU the most powerful player in the inter- 
national marketplace in the coming decades. 

FREE TRADE OR PROTECTION? p». 414 

17. In one sense, the theory of comparative advantage is the case 

18. 

19. 

for free trade. Trade barriers prevent a nation from reaping 
the benefits of specialization, push it to adopt relatively inef- 
ficient production techniques, and force consumers to pay 

higher prices for protected products than they would other- 

wise pay. 

The case for protection rests on a number of propositions, 
one of which is that foreign competition results in a loss of 
domestic jobs, but there is no reason to believe that the 

workers laid off in the contracting sectors will not be ulti- 
mately reemployed in other expanding sectors. This adjust- 

ment process is far from costless, however. 

Other arguments for protection hold that cheap foreign 
labor makes competition unfair; that some countries 

engage in unfair trade practices; that free trade might harm 
the environment; and that protection safeguards the 
national security, discourages dependency, and shields 

infant industries. Despite these arguments, most economists 

favor free trade. 

REVIEW TERMS AND CONCEPTS 

(GATT), p. 412 

(NAFTA), p. 413 

protection, p. 411 

quota, p. 412 

export subsidies, p. 411 

factor endowments, p. 410 

General Agreement on Tariffs and Trade 

Heckscher-Ohlin theorem, p. 410 

infant industry, p. 419 

North American Free Trade Agreement 

Smoot-Hawley tariff, p. 412 

tariff, p. 411 
terms of trade, p. 407 

theory of comparative advantage, p. 403 

trade deficit, p. 402 

trade surplus, p. 402 

U.S.-Canadian Free Trade Agreement, p. 413 

World Trade Organization (WTO), p. 412 
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Suppose Germany and France each produce only two goods, 

guns and butter. Both are produced using labor alone. Assuming 

both countries are at full employment, you are given the follow- 

ing information: 

Germany: 10 units of labor required to produce 1 gun 

5 units of labor required to produce 1 pound of butter 

Total labor force: 1,000,000 units 

France: 15 units of labor required to produce 1 gun 

10 units of labor required to produce 1 pound of butter 

Total labor force: 750,000 units 

a. Draw the production possibility frontiers for each country in 

the absence of trade. 
b. If transportation costs are ignored and trade is allowed, will 

France and Germany engage in trade? Explain. 

c. Ifa trade agreement was negotiated, at what rate (number of 

guns per unit of butter) would they agree to exchange? 

The United States and Russia each produce only bearskin caps 

and wheat. Domestic prices are given in the following table: 

RUSSIA UNITED STATES 

Per hat 

Per bushel 

10 Ru $7 

15 Ru $10 

Bearskin caps 

Wheat 

On April 1, the Zurich exchange listed an exchange rate of $1 = 

1 Ru. 

a. Which country has an absolute advantage in the production 

of bearskin caps? wheat? 

b. Which country has a comparative advantage in the produc- 

tion of bearskin caps? wheat? 

c. If the United States and Russia were the only two countries 

engaging in trade, what adjustments would you predict 

assuming exchange rates are freely determined by the laws of 

supply and demand? 

The following table shows imports and exports of goods during 

the first half of 2005 for the United States: 

JAN.-JUNE 2005 
(BILLIONS OF DOLLARS) 

as EXPORTS IMPORTS 

Total 439.0 72 sal 

Airplanes S333 6.1 

Clothing Zul 35.8 

Crude oil 3 81.6 

Vehicles 35.4 95.1 

Agricultural goods 30.6 29.8 

What, if anything, can you conclude about the comparative 

advantage that the United States has relative to its trading part- 

ners in the production of goods? What stories can you tell about 

the wide disparities in clothing and airplanes? 

PROBLEMS 

Visit www.myeconlab.com to complete the problems marked in orange online. You will receive 

instant feedback on your answers, tutorial help, and access to additional practice problems. 

S:ee NANNERL LUE senna nmenteinesiBiNRRNOSSOSH A OOREONSNSRNNEHGAAL LENNIE ENT 

@4 The following table gives recent figures for yield per acre in 

Illinois and Kansas: 

WHEAT SOYBEANS 
eee” .,vOO Ce ——T 

Illinois . 48 39 
Kansas 40 24 

Source: U.S. Dept. of Agriculture, Crop Production. 

a. If we assume that farmers in Illinois and Kansas use the 

same amount of labor, capital, and fertilizer, which state 

has an absolute advantage in wheat production? soybean 

production? 
b. If we transfer land out of wheat into soybeans, how many 

bushels of wheat do we give up in Illinois per additional 

bushel of soybeans produced? in Kansas? 

c. Which state has a comparative advantage in wheat produc- 

tion? in soybean production? 

d. The following table gives the distribution of land planted for 

each state in millions of acres in the same year. 

TOTAL ACRES 

UNDER TILL WHEAT SOYBEANS 

Illinois 229 G9 91 

(8.3%) (39.7%) 

Kansas 20.7 11.8 A9) 

(57.0%) (9.2%) 

; : ‘ 2 
Are these data consistent with your answer,to part c? Explain. 

You can think of the United States as a setof 50 separate 

economies with no trade barriers. In such an open environ- 

ment, each state specializes in the products that it produces best. 

a. What product or products does your state specialize in? 

b. Can you identify the source of the comparative advantage 

that lies behind the production of one or more of these 

products (for example, a natural resource, plentiful cheap 

labor, or a skilled labor force)? 

c. Do you think that the theory of comparative advantage and 

the Heckscher-Ohlin theorem help to explain why your state 

specializes the way that it does? Explain your answer. 

Australia and the United States produce white and red wines. 

Current domestic prices for each wine are given in the follow- 
ing table: 

AUSTRALIA UNITED STATES 

White wine 5 AU$ 10 US$ 
Red wine 10 AU$ 15 US$ 

Suppose the exchange rate is 1 AU$ = 1 US$. 
a. If the price ratios within each country reflect resource use, 

which country has a comparative advantage in the produc- 
tion of red wine? white wine? 
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b. Assume that there are no other trading partners and that the 
only motive for holding foreign currency is to buy foreign 
~goods. Will the current exchange rate lead to trade flows in 
both directions between the two countries? Explain. 

c. What adjustments might you expect in the exchange rate? Be 
specific. 

d. What would you predict about trade flows between Australia 
and the United States after the exchange rate has adjusted? 

7. Some empirical trade economists have noted that for many 
products, countries are both importers and exporters. For 
example, the United States both imports and exports shirts. 
How do you explain this? 

@ [Related to the Economics in Practice on p. 414] Review the 
Economics in Practice on p. 414. Given the fact that food prices 
rose in world markets during 2008, many countries reduced 

International Trade, Comparative Advantage, and Protectionism 423 

tariffs and other trade barriers to food. Why did this happen? 

Who benefits when food prices rise, and who is hurt? Who is 

likely to be in favor of cutting tariffs on food, and who might 
be in favor of maintaining those tariffs? Go to newspaper 
archives such as nytimes.com and online.wsj.com to see if there 
is evidence to support your answer. 

©} [Related to the Economics in Practice on p. 417] When a presi- 

dent presents a trade agreement for ratification to Congress, 

many domestic industries fight the ratification. In 2005, the 
United States was negotiating the Central America-Dominican 

Republic Free Trade Agreement (CAFTA-DR). Write a brief 

essay on the U.S. political opposition to CAFTA-DR in 2004 and 

2005. What industries in the United States opposed the trade 

agreement? Is it fair to compare the arguments of these indus- 

tries to the arguments posed by the candle makers? 
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Economic Growth in 
Developing and 

Transitional 
Economies 

Our primary focus in this text has 

been on countries with modern 

industrialized economies that rely 

heavily on markets to allocate 

resources, but what about the 

economic problems facing coun- 

tries such as Somalia and Haiti? 

Can we apply the same economic 

principles that we have been 

studying to these less developed 

nations? 

a 
Be 

* r oH 

Cale 
i (ab | 

Yes. All economic analysis 

deals with the problem of making 

choices under conditions of 

scarcity, and the problem of satisfying people’s wants and needs is as real for Somalia and Haiti 

as it is for the United States, Germany, and Japan. The universality of scarcity is what makes eco- 

nomic analysis relevant to all nations, regardless of their level of material well-being or ruling 

political ideology. 
The basic tools of supply and demand, theories about consumers and firms, and theories 

about the structure of markets all contribute to an understanding of the economic problems con- 

fronting the world’s developing nations. However, these nations often face economic problems 

quite different from those that richer, more developed countries face. In developing nations, an 

economist may have to worry about chronic food shortages, explosive population growth, and 

hyperinflations that reach triple, and even quadruple, digits. The United States and other indus- 

trialized economies rarely encounter such difficulties. 

The instruments of economic management also vary from nation to nation. The United 

States has well-developed financial market institutions and a strong central bank (the Federal 

Reserve) through which the government can control the macroeconomy to some extent. Even 

limited intervention is impossible in some of the developing countries. In the United States, tax 

laws can be changed to stimulate saving, to encourage particular kinds of investments, or to redis- 

tribute income. In most developing countries, there are neither meaningful personal income 

taxes nor effective tax policies. 

Even though economic problems and the policy instruments available to tackle them vary 

across nations, economic thinking about these problems can be transferred easily from one set- 

ting to another. In this chapter, we discuss several of the economic problems specific to develop- 

ing nations in an attempt to capture some of the insights that economic analysis can offer. 

CHAPTER OUTLINE 

Life in the Developing 
Nations: Population 
and Poverty p. 426 

Economic 
Development: Sources 
and Strategies p. 427 
The Sources of Economic 
Development 

Strategies for Economic 
Development 

Growth versus 
Development: The Policy 
Cycle 

Two Examples of 
Development: China 
and India 

Issues in Economic 

Development p. 436 

Population Growth 

The Transition toa 
Market Economy p. 438 

Six Basic Requirements for 

Successful Transition 

425 
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Life in the Developing Nations: Population 

and Poverty 
In 2008, the population of the world reached over 6.6 billion people. Most of the world’s more 

than 200 nations belong to the developing world, in which about three-fourths of the world’s 

population lives. 

In the early 1960s, the nations of the world could be assigned rather easily to categories: 

The developed countries included most of Europe, North America, Japan, Australia, and New 

Zealand; the developing countries included the rest-of the world. The developing nations were 

often referred to as the Third World to distinguish them from the Western industrialized 

nations (the First World) and the former Socialist bloc of Eastern European nations (the 

Second World). 

In 2008, the world did not divide easily into three neat parts. Rapid economic progress 

brought some developing nations closer to developed economies. Countries such as Argentina 

and Chile, still considered to be “developing,” are often referred to as middle-income or newly 

industrialized countries. Other countries, such as those in much of sub-Saharan Africa and some 

in South Asia, have stagnated and fallen so far behind the economic advances of the rest of the 

world that the term Fourth World has been used to describe them. China and India, while usually 

labeled developing countries, are fast becoming economic superpowers. It is not clear yet where 

some of the republics of the former Soviet Union and other formerly Communist countries of 

Eastern Europe will end up. Production fell sharply in many of them in the early transition stage 

to a market economy. For example, between 1990 and 1997, real gross domestic product (GDP) 

fell about 40 percent in the transition economies and over 50 percent in Russia and Central Asia. 

Post-2000, however, the Russian economy began growing more rapidly, in part fueled by rising 

energy prices, and by 2008, parts of the Russian economy were thriving. 

Although the countries of the developing world exhibit considerable diversity in both their 

standards of living and their particular experiences of growth, marked differences continue to 

separate them from the developed nations. The developed countries have a higher average level of 
material well-being (the amount of food, clothing, shelter, and other commodities consumed by 

the average person). Comparisons of gross national income (GNI) are often used as a crude index 

of the level of material well-being across nations. GNI is a new measure of a nation’s income, 

computed using a more accurate way of converting purchasing power into dollars. See Table 21.1, 

where GNI per-capita in the industrial market economies significantly exceeds GNI of both the 
low- and middle-income developing economies. : 

Other characteristics of economic development include improvements in basic health 

and education. The degree of political and economic freedom enjoyed by individual citizens 

might also be part of what it means to be a developed nation. Some of these criteria are easy 

to quantify. Table 21.1 presents data for different types of economies according to some of 
the more easily measured indexes of development. As you can see, the industrial market 
economies enjoy higher standards of living according to whatever indicator of development 
is chosen. 

TABLE 21.1 Indicators of Economic Development 

Gross 

National Infant 
Income per Literacy Rate Mortality, 2006 Internet 

Capita, (percent over (deaths before Users per 
Population, 2006 15 years age S per 1,000 people, 

Country Group 2006 (dollars) of age) 1,000 births) 2005 

Low-income 2.4 billion 650 60.8 114 44 
Lower middle-income 2.3 billion 1,778 88.9 39.8 86 
Upper middle-income 810 million 5,913 935 299 194 
High-income 1.0 billion 36, 487 98.7 6.9 525 __  SSFSFSSSSSSSSFSSSSSSSSSeSeSSSsSSSFFFSsSsSsSh 

Source: World Bank, www.worldbank.org. 
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Behind these statistics lies the reality of the very difficult life facing the people of the 
developing world. For most people, meager incomes provide only the basic necessities. Most 
meals-are the same, consisting of the region’s food staple—rice, wheat, or corn. Shelter is 

_ primitive. Many people share a small room, usually with an earthen floor and no sanitary 
facilities. The great majority of the population lives in rural areas where agricultural work is 
hard and extremely time-consuming. Productivity (output produced per worker) is low 
because household plots are small and only the crudest of farm implements are available. Low 
productivity means farm output per person is barely sufficient to feed a farmer’s own family, 
with nothing left to sell to others. School-age children may receive some formal education, 
but illiteracy remains chronic for young and old. Infant mortality runs 20 times higher than 
in the United States. Although parasitic infections are common and debilitating, there is only 
one physician per 5,000 people. In addition, many developing nations are engaged in civil and 
external warfare. 

Life in the developing nations is a continual struggle against the circumstances of poverty, 

and prospects for dramatic improvements in living standards for most people are dim. As with all 

generalizations, there are exceptions. Some nations are better off than others, and in any given 

nation an elite group always lives in considerable luxury. India is on the World Bank’s list of low- 

income countries, yet Mumbai, a state capital, is one of the top 10 centers of commerce in the 
world, home to Bollywood, the world’s largest film industry. 

Poverty—not affluence—dominates the developing world. Recent studies suggest that 

40 percent of the population of the developing nations has an annual income insufficient to 

provide for adequate nutrition. While the developed nations account for only about one- 

quarter of the world’s population, they are estimated to consume three-quarters of the 

world’s output. This leaves the developing countries with about three-fourths of the world’s 

people but only one-fourth of the world’s income. The simple result is that most of our 

planet’s population is poor. 

In the United States in 2005, the poorest one-fifth (bottom 20 percent) of the families 

received 3.4 percent of total income; the richest one-fifth received 50 percent. Inequality in the 

world distribution of income is much greater. When we look at the world population, the poorest 

one-fifth of the families earns about .5 percent and the richest one-fifth earns 79 percent of total 

world income. 

; 

Economic Development: Sources and 

Strategies 
Economists have been trying to understand economic growth and development since Adam 

Smith and David Ricardo in the eighteenth and nineteenth centuries, but the study of develop- 

ment economics as it applies to the developing nations has a much shorter history. The geopolit- 

ical struggles that followed World War II brought increased attention to the developing nations 

and their economic problems. During this period, the new field of development economics 

asked simply: Why are some nations poor and others rich? If economists could understand the 

barriers to economic growth that prevent nations from developing and the prerequisites that 

would help them to develop, economists could prescribe strategies for achieving economic 

advancement. 

The Sources of Economic Development 

Although a general theory of economic development applicable to all nations has not emerged 

and probably never will, some basic factors that limit a poor nation’s economic growth have been 

suggested. These include insufficient capital formation, a shortage of human resources and entre- 

preneurial ability, a lack of social overhead capital, and constraints imposed by dependency on 

the already developed nations. 
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vicious-circle-of-poverty 
hypothesis Suggests that 
poverty is self-perpetuating 

because poor nations are 
unable to save and invest 

enough to accumulate the 

capital stock that would help 

them grow. 

capital flight The 
tendency for both human 

capital and financial capital 

to leave developing countries 

in search of higher expected 

rates of return elsewhere with 

less risk. 

Capital Formation One explanation for low levels of output in developing nations is insuf- 

ficient quantities of necessary inputs. Developing nations have diverse resource endowments— 

Congo, for instance, is abundant in natural resources, while Bangladesh is resource-poor. 

Almost all developing nations have a scarcity of physical capital relative to other resources, 

especially labor. The small stock of physical capital (factories, machinery, farm equipment, and 

other productive capital) constrains labor’s productivity and holds back national output. 

Nevertheless, citing capital shortages as the cause of low productivity does not explain much. 

We need to know why capital is in such short supply in developing countries. There are many 

explanations. One, the vicious-circle-of-poverty hypothesis, suggests that a poor nation must 

consume most of its income just to maintain its already low standard of living. Consuming most 

of national income implies limited saving, and this implies low levels of investment. Without 

investment, the capital stock does not grow, the income remains low, and the vicious circle is 

complete. Poverty becomes self-perpetuating. 

The difficulty with the vicious-circle argument is that if it were true, no nation would ever 

develop. For example, Japanese GDP per capita in 1900 was well below that of many of today’s 

developing nations. The vicious-circle argument fails to recognize that every nation has some 

surplus above consumption needs that is available for investment. Often this surplus is most vis- 

ible in the conspicuous consumption habits of the nation’s richest families. Poverty alone cannot 

explain capital shortages, and poverty is not necessarily self-perpetuating. 

In a developing economy, scarcity of capital may have more to do with a lack of incentives 

for citizens to save and invest productively than with any absolute scarcity of income available 

for capital accumulation. Many of the rich in developing countries invest their savings in 
Europe or in the United States instead of in their own country, which may have a riskier polit- 

ical climate. Savings transferred to the United States do not lead to physical capital growth in 

the developing countries. The term capital flight refers to the fact that both human capital 

and financial capital (domestic savings) leave developing countries in search of higher 

expected rates of return elsewhere or returns with less risk. In addition, government policies in 

the developing nations—including price ceilings, import controls, and even outright appropri- 

ation of private property—tend to discourage investment. There has been increased attention 

to the role that financial institutions, including accounting systems and property right rules, 
play in encouraging domestic capital formation. 

Whatever the causes of capital shortages, it is clear that the absence of productive capital pre- 

vents income from rising in any economy. The availability of capital is a necessary, but not a 

sufficient, condition for economic growth. The landscape of the developint countries is littered 

with idle factories and abandoned machinery. Other ingredients are required to achieve eco- 
nomic progress. 

Human Resources and Entrepreneurial Ability Capital is not the only factor of 
production required to produce output. Labor is equally important. First of all, to be produc- 
tive, the workforce must be healthy. Disease today is the leading threat to development in much 
of the world. The most devastating health problem in the world today is the HIV/AIDS pan- 
demic. In 2005 alone, 3.1 million people died of AIDS and 4.9 million were newly infected with 
HIV. At the end of 2005, more than 40 million people were infected with the virus. In total, 
more than 25 million have died. AIDS is the leading cause of death in sub-Saharan Africa, 
where the disease threatens to reverse the developmental achievements of the last 50 years. 
Beyond AIDS, health and nutrition are essential to workforce development. Programs in nutri- 
tion and health can be seen as investments in human capital that lead to increased productivity 
and higher incomes. 

But health is not the only issue. Look back at Table 21.1 You will notice that low-income 
countries lag behind high-income countries not only in infant health but also in literacy rates. 
To be productive, the workforce must be educated and trained. The more familiar forms of 
human capital investment, including formal education and on-the-job training, are essential. 
Basic literacy as well as specialized training in farm management, for example, can yield high 
returns to both the individual worker and the economy. Education has grown to become the 
largest category of government expenditure in many developing nations, in part because of 
the belief that human resources are the ultimate determinant of economic advance. 
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_ Nevertheless, in many developing countries, many children, especially girls, receive only a few 
years of formal education. 

Just as financial capital seeks the highest and safest return, so does human capital. 
_ Thousands of students from developing countries, many of whom were supported by their 
governments, graduate every year from U.S. colleges and universities as engineers, doctors, 
scientists, economists, and other professionals. After graduation, these people face a difficult 
choice: to remain in the United States and earn a high salary or to return home and accept a 
job at a much lower salary. Many remain in the United States. This brain drain siphons off 
many of the most talented minds from developing countries. Recently, economists have begun 
studying remittances, compensation sent back from recent immigrants to their families in less 
developed countries. While measurement is difficult, estimates of these remittances are 

approximately $100 billion per year. Remittances fund housing and education for families left 

behind, but they also can provide investment capital for small businesses. In 2007, it appeared 
that remittances from illegal immigrants in the United States to Mexico, which had been 

growing by 20 percent per year, were beginning to fall with tightening of enforcement of 
immigration rules. 

Innovative entrepreneurs who are willing to take risks are an essential human resource in any 

economy. In a developing nation, new techniques of production rarely need to be invented 

because they usually can be adapted from the technology already developed by the technologically 

advanced nations. However, entrepreneurs who are willing and able to organize and carry out 

economic activity appear to be in short supply. Family and political ties often seem to be more 

important than ability when it comes to securing positions of authority. Whatever the explana- 

tion, development cannot proceed without human resources capable of initiating and managing 

economic activity 

Social Overhead Capital Anyone who has spent time in a developing nation knows 
how difficult it can be to send a letter, make a local phone call, or travel within the country. 
Add to this problems with water supplies, frequent electrical power outages—in the few 

areas where electricity is available—and often ineffective mosquito and pest control, and you 

soon realize how deficient even the simplest, most basic government-provided goods and 

services can be. 
In any economy, developing or otherwise, the government has considerable opportunity and 

responsibility for involvement where conditions encourage natural monopoly (as in the utilities 

industries) and where public goods (such as roads and pest control) must be provided. In a devel- 

oping economy, the government must put emphasis on creating a basic infrastructure—roads, 

power generation, and irrigation systems. There are often good reasons why such projects, 

referred to as social overhead capital, cannot successfully be undertaken by the private sector. 

First, many of these projects operate with economies of scale, which means they can be efficient 

only if they are very large. In that case, they may be too large for any private company or group of 

companies to carry out. 

Second, many socially useful projects cannot be undertaken by the private sector because 

there is no way for private agents to capture enough of the returns to make such projects prof- 

itable. This so-called free-rider problem is common in the economics of the developed world. 

Consider national defense: All people in a country benefit from national defense, whether they 

have paid for it or not. Anyone who attempted to go into the private business of providing 

national defense would go broke. Why should I buy any national defense if your purchase of 

defense will also protect me? Why should you buy any if my purchase will also protect you? The 

governments of developing countries can do important and useful things to encourage devel- 

opment, but many of their efforts must be concentrated in areas that the private sector would 

never touch. If government action in these realms is not forthcoming, economic development 

may be curtailed by a lack of social overhead capital. Considerable economic work has been 

done recently on the role that inefficient government bureaucracies play in retarding economic 

development. Many less developed countries in sub-Saharan Africa, Asia, and Latin America 

have only a small fraction of GDP raised in tax revenues and invested by the government. 

‘Levels of corruption also matter and vary a great deal by country, as the Economics in Practice 

on p. 430 suggests. 

brain drain The tendency 

for talented people from 

developing countries to 

become educated in a 

developed country and remain 

there after graduation. 

social overhead 

capital Basic infrastructure 

projects such as roads, power 

generation, and irrigation 

systems. 
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ECONOMICS IN PRACTICE 

Corruption 
_ Many people have argued that one barrier to economic development in a number of coun- 

- tries is the level of corruption and inefficiency in the government. Measuring levels of corrup- 

tion and inefficiency can be difficult. Some researchers have tried surveys and experiments. 

_ Ray Fisman! had a more unusual way to measure the way in which political connections inter- 

_ fere with the workings of the market in Indonesia. » 
| From 1967 to 1998, Indonesia was ruled by President Suharto. While Suharto ruled, his chil- 
_ dren and longtime allies were affiliated with a number of Indonesian companies. Fisman had the 

clever idea of looking at what happened to the stock market prices of those firms connected to the 
_ Suharto clan relative to unaffiliated firms when Suharto unexpectedly fell ill. Fisman found a large 

and significant reduction in the value of those affiliated firms on rumors of illness. What does this 

tell us? A firm’s stock price reflects investors’ views of what earnings the firm can expect to have. In 

the case of firms connected to Suharto, the decline in their stock prices tells us that a large part of 
the reason investors think that those firms are doing well is because of the family connection rather 

_ than the firm’s inherent efficiency. One reason corruption is bad for an economy is that it often 

leads to the wrong firms, the less efficient firms, producing the goods and services in the society. 

The following chart shows the World Bank’s rating of corruption levels in a number of 

_ countries around the world. The countries are ranked from those with the strongest controls 

on corruption—Germany and France—to those with the lowest controls—Pakistan and 

_ Nigeria. Indonesia, as you can see, is near the bottom of the list. 

Control of corruption (2006) 
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United States [7 
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0 25 50 75 100 

Country's percentile rank (0-100) 

Source: D. Kaufmann, A. Kraay, and M. Mastruzzi, 2007: Governance Matters VI: Governance Indicators for 
1996-2006. 

Note: The governance indicators presented here aggregate the views on the quality of governance provided by a large number 
of enterprise, citizen, and expert survey respondents in industrial and developing countries. These data are gathered from a 
number of survey institutes, think tanks, nongovernmental organizations, and international organizations. The aggregate 
indicators do not reflect the official views of the World Bank, its executive directors, or the countries they represent. te 

IR oe eae hs : a) aymond Fisman, “Estimating the Value of Political Connecti i i j i 2 ections,” The American Econo 
September 2001. 
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Strategies for Economic Development 
Just as.no single theory appears to explain lack of economic advancement, no one develop- 

__ ment strategy will likely succeed in all nations. Many alternative development strategies have 
been proposed over the past years. Although these strategies have been very different, they all 
recognize that a developing economy faces basic trade-offs. An insufficient amount of both 
human and physical resources dictates that choices must be made, including those between 
Sie and industry, exports and import substitution, and central planning and free 
markets. 

Agriculture or Industry? Most Third World countries began to gain political indepen- 
dence just after World War II. The tradition of promoting industrialization as the solution to the 
problems of the developing world dates from this time. The early 5-year development plans of 

India called for promoting manufacturing; the current government in Ethiopia (an extremely 
poor country) has similar intentions. 

Industry has several apparent attractions over agriculture. First, if it is true that capital short- 

ages constrain economic growth, the building of factories will be an obvious step toward increas- 

ing a nation’s stock of capital. Second, and perhaps most important, one of the primary 

characteristics of more developed economies is their structural transition away from agriculture 

toward manufacturing and modern services. As Table 21.2 shows, agriculture’s share in GDP 

declines substantially as per-capita incomes increase. The share of services increases correspond- 

ingly, especially in the early phases of economic development. 

TABLE 21.2 The Structure of Production in Selected Developed and Developing 
Economies, 2003 

; ; Percentage of Gross Domestic Product 
Per-Capita Gross National 

Country Income (GNI) Agriculture Industry Services 

Tanzania $3735 45 i 37 

Bangladesh 480 20 28 52 

China 2,010 12 47 41 

Colombia / , 2,740 12 34 54 

Thailand , 2,990 10 46 44 

Brazil 4,730 3) St 64 

Korea (Rep.) 17,690 2 23 TS 

Japan 38,410 2 30 68 

United States 44,970 2 we TS 
Ne "2. 

Source: World Bank, World Development Indicators, 2008; Sectoral numbers for U.S. and Japan are for 2003. 

Many economies have pursued industry at the expense of agriculture. In many coun- 

tries, however, industrialization has been unsuccessful or disappointing—that is, it has not 

brought the benefits that were expected. Experience suggests that simply trying to replicate 

the structure of developed economies does not in itself guarantee, or even promote, success- 

ful development. 

Since the early 1970s, the agricultural sector has received considerably more attention. 

Agricultural development strategies have had numerous benefits. Although some agricultural 

projects (such as the building of major dams and irrigation networks) are very capital-intensive, 

many others (such as services to help teach better farming techniques and small-scale fertilizer 

programs) have low capital and import requirements. Programs such as these can affect large 

numbers of households, and because the benefits of these programs are directed at rural areas, 

they are most likely to help a country’s poorest families. 
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import substitution An 

industrial trade strategy that 

favors developing local 

industries that can 

manufacture goods to replace 

imports. 

export promotion A 

trade policy designed to 

encourage exports. 

Experience over the last three decades suggests that some balance between these approaches 

leads to the best outcome—that is, it is important and effective to pay attention to both industry 

and agriculture. The Chinese have referred to this dual approach to development as “walking on 

two legs.” 

Exports or Import Substitution? As developing nations expand their industrial activ- 

ities, they must decide what type of trade strategy to pursue, usually one of two alternatives: 

import substitution or export promotion. 

Import substitution is an industrial trade strategy to develop local industries that can 

manufacture goods to replace imports. For example, if fertilizer is imported, import substitu- 

tion calls for a domestic fertilizer industry to produce replacements for fertilizer imports. 

This strategy gained prominence throughout South America in the 1950s. At that time, most 

developing nations exported agricultural and mineral products, goods that faced uncertain 

and often unstable international markets. Under these conditions, the call for import substi- 

tution policies was understandable. Special government actions, including tariff and quota 

protection and subsidized imports of machinery, were set up to encourage new domestic 

industries. Multinational corporations were also invited into many countries to begin domes- 

tic operations. 

Most economists believe that import substitution strategies have failed almost everywhere 

they have been tried. With domestic industries sheltered from international competition by high 

tariffs (often as high as 200 percent), major economic inefficiencies were created. For example, 

Peru has a population of approximately 29 million, only a tiny fraction of whom can afford to 

buy an automobile. Yet at one time, the country had five or six different automobile manufactur- 

ers, each of which produced only a few thousand cars per year. Because there are substantial 

economies of scale in automobile production, the cost per car was much higher than it needed to 
be, and valuable resources that could have been devoted to another, more productive, activity 

were squandered producing cars. 

Furthermore, policies designed to promote import substitution often encouraged capital- 

intensive production methods, which limited the creation of jobs and hurt export activities. A 

country such as Peru could not export automobiles because it could produce them only at a cost 

far greater than their price on the world market. Worse still, import substitution policies encour- 

aged the use of expensive domestic products, such as tractors and fertilizer, instead of lower-cost 

imports. These policies taxed the sectors that might have successfully competed in world markets. 

To the extent that the Peruvian sugar industry had to rely on domestically*produced, high-cost 

fertilizer, for example, its ability to compete in international markets was reduced because its pro- 
duction costs were artificially raised. * 

As an alternative to import substitution, some nations have pursued strategies of export 

promotion. Export promotion is the policy of encouraging exports. As an industrial market 

economy, Japan was a striking example to the developing world of the economic success that 

exports can provide. Japan had an average annual per-capita real GDP growth rate of roughly 

6 percent per year from 1960-1990. This achievement was, in part, based on industrial produc- 
tion oriented toward foreign consumers. 

Several countries in the developing world have attempted to emulate Japan’s success. 
Starting around 1970, Hong Kong, Singapore, Korea, and Taiwan (the “four little dragons” 
between the two “big dragons,” China and Japan) began to pursue export promotion of manu- 
factured goods. Today their growth rates have surpassed Japan’s. Other nations, including Brazil, 
Colombia, and Turkey, have also had some success at pursuing an outward-looking trade policy. 

Government support of export promotion has often taken the form of maintaining an 
exchange rate favorable enough to permit exports to compete with products manufactured in 
developed economies. For example, many people believe Japan kept the value of the yen artificially 
low during the 1970s. Because “cheap” yen means inexpensive Japanese goods, in the United States, 
sales of Japanese goods (especially automobiles) increased dramatically. Governments also have 
provided subsidies to export industries. 

A big issue for countries growing or trying to grow by selling exports on world markets is free 
trade. In 2003, the United States and Europe were accused of protecting their own agricultural 
producers with large subsidies that allowed domestic farmers a big advantage selling on world 
markets. African nations in particular have pushed for reductions in tariffs imposed on their 
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agricultural goods by Europe and the United States, arguing that these tariffs substantially reduce 
Africa’s ability to compete in the world marketplace. 

Central Planning or the Market? As part of its strategy for achieving economic devel- 
opment, a nation must decide how its economy will be directed. Its basic choices lie between a 
market-oriented economic system and a centrally planned one. 

In the 1950s and into the 1960s, development strategies that called for national planning com- 
manded wide support. The rapid economic growth of the Soviet Union, a centrally planned econ- 
omy, provided an example of how fast a less developed agrarian nation could be transformed into 
a modern industrial power. (The often appalling costs of this strategy—severe discipline, gross vio- 
lation of human rights, and environmental damage—were less widely known.) In addition, the 
underdevelopment of many commodity and asset markets in the developing world led many 
experts to believe that market forces could not direct an economy reliably and that major govern- 

ment intervention was therefore necessary. Even the United States, with its commitment to free 

enterprise in the marketplace, supported early central planning efforts in many developing nations. 

Today, planning takes many forms in the developing nations. In some countries, central 

planning has replaced market-based outcomes with direct, administratively determined con- 

trols over economic variables such as prices, output, and employment. In other countries, 

national planning amounts to little more than the formulation of general 5- or 10-year goals as 

rough blueprints for a nation’s economic future. 

The economic appeal of planning lies theoretically in its ability to channel savings into pro- 

ductive investment and to coordinate economic activities that private actors in the economy 

might not otherwise undertake. The reality of central planning, however, is that it is a technically 

difficult, highly politicized nightmare to administer. Given the scarcity of human resources and 
the unstable political environment in many developing nations, planning itself—let alone the 

execution of the plan—becomes a formidable task. 

The failure of many central planning efforts has brought increasing calls for less government 

intervention and more market orientation in developing economies. The elimination of price 

controls, privatization of state-run enterprises, and reductions in import restraints are examples 

of market-oriented reforms recommended by such international agencies as the International 

Monetary Fund (IMF), whose primary goals are to stabilize international exchange rates and to 

lend money to countries that have problems financing their international transactions, and the 

World Bank, which lends money to a country for projects that promote economic development. 

Members’ contributions to both organizations are determined by the size of their 

economies. Only 20 percent of the World Bank’s funding comes from contributions; 80 percent 

comes from retained earnings and investments in capital markets. Increasingly, the developing 

world is recognizing the value of market forces in determining the allocation of scarce resources. 

Nonetheless, government still has a major role to play. In the decades ahead, the governments of 

developing nations will need to determine those situations where planning is superior to the 

market and those where the market is superior to planning. 

Microfinance: A New Idea _ In the mid 1970s, Muhammad Yunus, a young Bangladeshi 

economist created the Grameen Bank in Bangladesh. Yunus, who trained at Vanderbilt University 

and was a former professor at Middle Tennessee State University, used this bank as a vehicle to 

introduce microfinance to the developing world. In 2006, Yunus received a Nobel Peace Prize for 

his work. Microfinance is the practice of lending very small amounts of money, with no collat- 

eral, and accepting very small savings deposits.” It is aimed at introducing entrepreneurs in the 

poorest parts of the developing world to the capital market. By 2002, more than 2,500 institutions 

were making these small loans, serving over 60 million people. Two-thirds of borrowers were liv- 

ing below the poverty line in their own countries, the poorest of the poor. 

Yunus, while teaching economics in Bangladesh, began lending his own money to poor 

households with entrepreneurial ambitions. He found that with even very small amounts of 

money, villagers could start simple businesses: bamboo weaving or hair dressing. Traditional 

banks found these borrowers unprofitable: The amounts were too small, and it was too expensive 

(2 An excellent discussion of microfinance is contained in Beatriz Armendariz de Aghion and Jonathan Morduch, The Economics 

of Microfinance, (MIT Press, 2005.) 

International Monetary 

Fund (IMF) An 

international agency whose 

primary goals are to stabilize 

international exchange rates 

and to lend money to countries 

that have problems financing 

their international 
transactions. 

World Bank An 
international agency that lends 

money to individual countries 

for projects that promote 

economic development. 
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structural adjustment 
A series of programs in 

developing nations designed 

to: (1) reduce the size of their 

public sectors through 

privatization and/or 

expenditure reductions, 

(2) decrease their budget 

deficits, (3) control inflation, 

and (4) encourage private 

saving and investment 

through tax reform. 

to figure out which of the potential borrowers was a good risk. With a borrower having no collat- 

eral, information about his or her character was key but was hard for a big bank to discover. Local 

villagers, however, typically knew a great deal about one another's characters. This insight formed 

the basis for Yunus’s microfinance enterprise. Within a village, people who are interested in bor- 

rowing money to start businesses are asked to join lending groups of five people. Loans are then 

made to two of the potential borrowers, later to a second two, and finally to the last. As long as 

everyone is repaying their loans, the next group receives theirs. But if the first borrowers fail to 

pay, all members of the group are denied subsequent loans. What does this do? It makes commu- 

nity pressure a substitute for collateral. Moreover, once the peer lending mechanism is under- 

stood, villagers have incentives to join only with other reliable borrowers. The mechanism of peer 

lending is a way to avoid the problems of imperfect information described in an earlier chapter. 

The Grameen model grew rapidly. By 2002, Grameen was lending to two million members. 

Thirty countries and thirty U.S. states have microfinance lending copied from the Grameen 

model. Relative to traditional bank loans, microfinance loans are much smaller, repayment 

begins very quickly, and the vast majority of the loans are made to women (who, in many cases, 

have been underserved by mainstream banks). A growing set of evidence shows that providing 

opportunities for poor women has stronger spillovers in terms of improving the welfare of chil- 

dren than does comparable opportunities for men. While the field of microfinance has changed 

considerably since Yunus’s introduction and some people question how big a role it will ulti- 

mately play in spurring major development and economic growth, it has changed many people’s 

views about the possibilities of entrepreneurship for the poor of the world. 

Growth versus Development: The Policy Cycle 
Until now, we have used growth and development as if they meant the same thing, but this may 

not always be the case. You can easily imagine instances in which a country has achieved higher 

levels of income (growth) with little or no benefit accruing to most of its citizens (develop- 

ment). Thus, the question is whether economic growth necessarily brings about economic 
development. 

In the past, most development strategies were aimed at increasing the growth rate of 

income per capita. Many still are, based on the theory that benefits of economic growth will 

“trickle down” to all members of society. If this theory is correct, growth should promote 
development. es 

By the early 1970s, the relationship between growth and development was being questioned 
more and more. A study by the World Bank in 1974 concluded the followings 

It is now clear that more than a decade of rapid growth in underdeveloped countries has 

been of little or no benefit to perhaps a third of their population... Paradoxically, while 

growth policies have succeeded beyond the expectations of the first development 
decade, the very idea of aggregate growth as a social objective has increasingly been 
called into question. 

The World Bank study indicated that increases in GDP per capita did not guarantee significant 
improvements in development indicators such as nutrition, health, and education. Although GDP 
per capita did rise, its benefits trickled down to a small minority of the population. This very limited 
success prompted new development strategies that would directly address the problems of poverty. 
Such new strategies favored agriculture over industry, called for domestic redistribution of income 
and wealth (especially land), and encouraged programs to satisfy such basic needs as food and shelter. 

In the late 1970s and early 1980s, the international macroeconomic crises of high oil prices, 
worldwide recession, and Third World debt forced attention away from programs designed to 
eliminate poverty directly. Then, during the 1980s and 1990s, the policy focus turned 180 degrees. 
The World Bank and the United States began demanding “structural adjustment” in the develop- 
ing countries as a prerequisite for sending aid to them. Structural adjustment programs entail 
reducing the size of the public sector through privatization and/or expenditure reductions, 
substantially cutting budget deficits, reining in inflation, and encouraging private saving and 
investment with tax reforms. These pro-market demands were an attempt to stimulate growth; 
distributional consequences took a back seat. 
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ECONOMICS IN PRACTICE 

: 

Cell Phones Increase Profits for 
Fishermen in India 
_ Kerala is a poor state in a region of India. The fishing 

_ industry is a major part of the local economy, employ- 
ing more than one million people and serving as the 

_ main source of protein for the population. Every day 

_ fishing boats go out; and when they return, the cap- 

tain of the ship needs to decide where to take the fish 

to sell. There is much uncertainty in this decision: 

How much fish will they catch; what other boats will 
_ come to a particular location; how many buyers will 

there be at a location? Moreover, fuel costs are high and timing is difficult, so that once a boat 

comes ashore, it does not pay for the fishermen to search for a better marketplace. In a recent 

study of this area, Robert Jensen! found on a Tuesday morning in November 1997, 11 fisher- 
men in Badagara were dumping their load of fish because they faced no buyers at the dock. 

However, unbeknownst to them, 15 kilometers away, 27 buyers were leaving their marketplace 

empty-handed, with unsatisfied demand for fish. 

Beginning in 1997 and continuing for the next several years, mobile phone service was 

introduced to this region of India. By 2001, the majority of the fishing fleet had mobile phones, 

which they use to call various vendors ashore to confirm where the buyers are. What was the 

result? Once the phones were introduced, waste, which had averaged 5 to 8 percent of the total 

catch, was virtually eliminated. Moreover, just as we would have predicted from the simple laws 

of supply and demand, the prices of fish across the various villages along the fishing market 

route were closer to each other than they were before. Jensen found that with less waste fisher- 

men’s profits rose on average by 8 percent, while the average price of fish fell by 4 percent. 

In fact, cell phones are improving the way markets in less developed countries work by 

providing price and quantity information so that both producers and consumers can make 

better economic decisions. 

! Robert Jensen, “The Digital Provide: Information Technology, Market Performance, and Welfare in the 

South Indian Fisheries Sector,” The Quarterly Journal of Economics, August 2007. 

Two Examples of Development: China and India 

China and India provide two interesting examples of rapidly developing economies. While low 

per-capita incomes still mean that both countries are typically labeled developing as opposed to 

developed countries, many expect that to change in the near future. In the 25-year period from 

1978 to 2003, China grew, on average, 8 percent per year, a rate faster than any other country in 

the world. While India’s surge has been more recent, in the last 5 years, it too has seen annual 

growth rates in the 8 to 9 percent range. Many commentators expect India and China to domi- 

nate the world economy in the twenty-first century. 

How did these two rather different countries engineer their development? Consider institu- 

tions: India is a democratic country, has a history of the rule of law, and has an English-speaking 

heritage—all factors typically thought to provide a development advantage. China is still an author- 

itarian country politically, and property rights are still not well established—both characteristics 

that were once thought to hinder growth. Both China and India have embraced free market eco- 

nomics, with China taking the lead as India has worked to remove some of its historical regulatory 

apparatus. 
ON Oh 

What about social capital? Both India and China remain densely populated. While China is 

the most populous country in the world, India, with a smaller land mass, is the world’s most 

_ densely populated country. Nevertheless, as is true in most developing nations, birth rates in 

both countries have fallen. Literacy rates and life expectancy in China are quite high, in part a 

legacy from an earlier period. India, on the other hand, has a literacy rate that is less than that of 
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China’s and a lower life expectancy. In terms of human capital, China appears to have the edge, 

at least for now. ) 

What about the growth strategies used by the two countries? China has adopted a pragmatic, 

gradual approach to development, sharply in contrast to that adopted some years ago in Poland. 

China’s approach has been called moshi guohe, or “Crossing the river by feeling for stepping 

stones.” In terms of sector, most of China’s growth has been fueled by manufacturing. The focus 

on manufacturing is one reason that China’s energy consumption and environmental issues have 

increased so rapidly in the last decade. In India, services have led growth, particularly in the soft- 

ware industry. In sum, it is clear that there is no single recipe for development. 

Issues in Economic Development 
Every developing nation has a cultural, political, and economic history all its own and therefore 

confronts a unique set of problems. Still, it is possible to discuss common economic issues that 

each nation must face in its own particular way. These issues include rapid population growth 

and how to manage it. 

Population Growth 
The populations of the developing nations are estimated to be growing at about 1.7 percent per 

year. (Compare this with a population growth rate of only .5 percent per year in the industrial 

market economies.) If the Third World’s population growth rate remains at 1.7 percent, within 

41 years its population will double from the 1990 level of 4.1 billion to over 8 billion by the year 

2031. On the other hand, it will take the industrialized nations 139 years to double their popula- 

tions. What is so immediately alarming about these numbers is that given the developing nations’ 

current economic problems, it is hard to imagine how they can possibly absorb so many more 

people in such a relatively short period. 

Concern over world population growth is not new. The Reverend Thomas Malthus (who 

became England’s first professor of political economy) expressed his fears about the population 

increases he observed 200 years ago. Malthus believed that populations grow geometrically at a 

constant growth rate—thus the absolute size of the increase each year gets larger and larger—but 

that food supplies grow more slowly because of the diminishing marginal preductivity of land.3 

These two phenomena led Malthus to predict the increasing impoverishmentof the world’s peo- 

ple unless population growth could be slowed. 

Malthus’s fears for Europe and America proved unfounded. He did not anticipate the tech- 

nological changes that revolutionized agricultural productivity and the eventual decrease in pop- 

ulation growth rates in Europe and North America. Nevertheless, Malthus’s prediction may have 

been right, only premature. Do the circumstances in the developing world now fit his predic- 
tions? Although some contemporary observers believe that the Malthusian view is correct and the 
earth’s population will eventually grow to a level that the world’s resources cannot support, oth- 
ers say technological change and demographic transitions (to slower population growth rates) 
will permit further increases in global welfare. 

The Consequences of Rapid Population Growth We know far less about the eco- 
nomic consequences of rapid population growth than you might expect. Conventional wisdom 
warns of dire economic consequences from the developing nations’ “population explosion? but 
these predictions are difficult to substantiate with the available evidence. The rapid economic 
growth of the United States, for example, was accompanied by relatively rapid population growth 
by historical standards. Any slowing of population growth has not been necessary for the eco- 
nomic progress achieved by many of the newly industrialized countries. Nonetheless, population 
expansion in many of today’s poorest nations is of a magnitude unprecedented in world history, 

The law of diminishing marginal productivity says that with a fixed amount of a resource (land), additions of more and more 
of a variable resource (labor) will produce smaller and smaller gains in output. 
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as Figure 21.1 clearly shows. From the year 1 A.D. until the mid-1600s, populations grew slowly, at 
rates of only about .04 percent per year. Since then, and especially since 1950, rates have ered 
eted. Today populations are growing at rates of 1.5 percent to 4.0 percentper year throughout the 
developing world. 

Because growth rates like these never occurred before the twentieth century, no one knows 
what impact they will have on future economic development. However, a basic economic concern 
is that such rapid population growth may limit investment and restrain increases in labor pro- 
ductivity and income. Rapid population growth changes the age composition of a population, 

| generating many dependent children relative to the number of productive working adults. Such a 

situation may diminish saving rates, and hence investment, as the immediate consumption needs 

of the young take priority over saving for the future. 

Even if low saving rates are not a necessary consequence of rapid population growth, as some 

authorities contend, other economic problems remain. The ability to improve human capital 

through a broad range of programs, from infant nutrition to formal secondary education, may be 

severely limited if the population explosion continues. Such programs are most often the respon- 

sibility of the state, and governments that are already weak cannot be expected to improve their 
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services under the burden of population pressures that rapidly increase demands for all kinds of 

public goods and services. 

| For example, Uganda’s 2008 population growth rate—3.6 percent—is one of the highest in 

the world. Its 2003 population of 25.8 million had grown by 5 million people by 2007. This is a 

daunting prospect, and it is hard to imagine how in so little time, Uganda, with per-capita GNP 

of $300, will be able to provide its population with the physical and human capital needed to 

maintain, let alone improve, already low standards of living. 

Causes of Rapid Population Growth Population growth is determined by the rela- 

tionship between births and deaths—that is, between fertility rates and mortality rates. The 

natural rate of population increase is defined as the difference between the birth rate and the 

death rate. If the birth rate is 4 percent, for example, and the death rate is 3 percent, the popula- 

tion is growing at a rate of 1 percent per year. 

Historically, low rates of population growth were maintained because of high mortality rates 

despite high levels of fertility. That is, families had many children, but average life expectancies 

were low and many children (and adults) died young. In Europe and North America, improve- 

ments in nutrition, in public health programs (especially those concerned with drinking water 

4 FIGURE 21.1 
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and sanitation services), and in medical practices have led to a drop in the mortality rate and 

hence to more rapid population growth. Eventually, fertility rates also fell, returning population 

growth to a low and stable rate. 

Public health programs and improved nutrition over the past 30 years also have brought about 

precipitous declines in mortality rates in the developing nations. However, fertility rates have not 

declined as quickly, and the result has been high natural rates of population growth. Reduced pop- 

ulation growth depends to some extent on decreased birth rates, but attempts to lower fertility rates 

must take into account how different cultures feel and behave with regard to fertility. 

Family planning and modern forms of birth control are important mechanisms for decreas- 

ing fertility, but by themselves have had rather limited success.in most countries where they have 

been tried. If family-planning strategies are to be successful, they must make sense to the people 

who are supposed to benefit from them. The planners of such strategies must understand why 

families in developing nations have so many children. 

To a great extent, in developing countries, people want large families because they believe 

they need them. Economists have attempted to understand fertility patterns in the developing 

countries by focusing on the determinants of the demand for children. In agrarian societies, 

children are sources of farm labor and they may make significant contributions to household 

income. In societies without public old-age-support or social security programs, children may 

also provide a source of income for parents who are too old to support themselves. With the 

high value of children enhanced by high rates of infant mortality, it is no wonder that families 

try to have many children to ensure that a sufficient number will survive into adulthood. 

Cultural and religious values also affect the number of children families want to have, but the eco- 

nomic incentives to have large families are extremely powerful. Only when the relationship between 

the costs and benefits of having children changes will fertility rates decline. The expansion of employ- 

ment opportunities for women in an economy increases the opportunity costs of childrearing (by giv- 

ing women a more highly valued alternative to raising children) and often leads to lower birth rates. 

Government incentives for smaller families, such as subsidized education for families with fewer than 

three children, can have a similar effect. In general, rising incomes appear to decrease fertility rates, 

indicating that economic development itself reduces population growth rates. 

Economic theories of population growth suggest that fertility decisions made by poor fami- 

lies should not be viewed as uninformed and uncontrolled. An individual family may find that 

having many children is a rational strategy for economic survival given the conditions in which 

it finds itself. This does not mean, however, that having many children is a net benefit to society 

as a whole. When a family decides to have a large number of children, it imposes costs on the rest 

of society; the children must be educated, their health provided for, and so gn. In other words, 

what makes sense for an individual household may create negative effects for the nation as a 

whole. Any nation that wants to slow its rate of population growth will probably find it necessary 

to have in place economic incentives for fewer children as well as family-planning programs. 

The Transition to a Market Economy 
In the last several decades, a number of countries have made the transition from a planned 
economy to a market economy. Russia and the formerly Communist countries of Eastern 
Europe led the way in this transition beginning in the late-1980s. For a number of these coun- 
tries, the early transition period was difficult, and there has been considerable debate about the 
optimal speed of transitions and ways to manage the social upheaval that often comes with 
economic reform. 

For example, between 1992 and 2002, while per-capita income grew by 51 percent in Poland, 
it shrank by 63 percent in the Ukraine. Countries of the former USSR seem to have had a partic- 
ularly difficult transition to market economies. Economists have attributed differences in ease of 
transition to reform strategies (slow versus fast), resource endowments of the country, and differ- 
ences 1n institutions. 

In more recent years, China and Vietnam have joined the collection of transition economies, 
coming to rely less on central planning for economic decisions and more on the market. India too 
is sometimes thought to be a transition economy, as it has in the last decade dismantled much of 
its government ownership and elaborate rules governing market transactions. 
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Six Basic Requirements for Successful Transition 
Economists generally agree on six basic requirements for a successful.transition to a market- 

_ based system: (1) macroeconomic stabilization, (2) deregulation of prices and liberalization of 
trade, (3) privatization of state-owned enterprises and development of new private industry, 
(4) establishment of market-supporting institutions such as property and contract laws and 

_ accounting systems, (5) a social safety net to deal with unemployment and poverty, and (6) exter- 
nal assistance. We now discuss each component. 

inflation, but nowhere has it been worse than in Russia. As economic conditions worsened, the 
government found itself with serious budget problems. As revenue flows slowed and expenditure 

commitments increased, large budget deficits resulted. At the same time, each of the new 

republics established its own central bank. Each central bank began issuing “ruble credits” to keep 

important enterprises afloat and to pay the government’s bills. The issuance of these credits, 

which were generally accepted as a means of payment throughout the country, led to a dramatic 
expansion of the money supply. 

Almost from the beginning, the expanded money supply meant too much money was chasing 

too few goods. This was made worse by government-controlled prices set substantially below 
market-clearing levels. The combination of monetary expansion and price control was deadly. 

Government-run shops that sold goods at controlled prices were empty. People waited in line for 

days and often became violent when their efforts to buy goods at low official prices were thwarted. 
At the same time, suppliers found that they could charge much higher prices for their products on 

the black market—which grew bigger by the day, further exacerbating the shortage of goods at gov- 

ernment shops. Over time, the ruble became worth less and less as black market prices continued to 

rise more rapidly. Russia found itself with near hyperinflation in 1992. To achieve a properly func- 

tioning market system, prices must be stabilized. To do so, the government must find a way to move 

toward a balanced budget and to bring the supply of money under control. China and India, in con- 

trast to Russia and Eastern European states, initially suffered only modest inflation as they decon- 

trolled their prices, though more recently inflation appears to be increasing in China. 

Deregulation of Prices and Liberalization of Trade To move successfully from 
central planning to a market system, individual prices must be deregulated. A system of freely 

moving prices forms the backbone of a market system. When people want more of a good than is 

currently being produced, its price will rise. This higher price increases producers’ profits and 

provides an incentive for existing firms to expand production and for new firms to enter the 

industry. Conversely, if an industry is producing a good for which there is no market or a good 

that people no longer want in the same quantity, the result will be excess supply and the price of 

that good will fall. This outcome reduces profits or creates losses, providing an incentive for some 

existing firms to cut back on production and for others to go out of business. In short, an unreg- 

ulated price mechanism ensures an efficient allocation of resources across industries. Until prices 

are deregulated, this mechanism cannot function. In practice, transition economies have moved 

at varying speeds in decontrolling prices. Vietnam, for example, decontrolled prices very quickly 

in moving to a market economy, as did Poland. China, on the other hand, took a slower path in 

freeing prices from state control. 

| Trade barriers must also be removed. Reform-minded countries must be able to import 

capital, technology, and ideas. In addition, it makes no sense to continue to subsidize indus- 

tries that cannot be competitive on world markets. If it is cheaper to buy steel from an effi- 

cient West German steel mill than to produce it in a subsidized antiquated Russian mill, the 

Russian mill should be modernized or shut down. Ultimately, as the theory of comparative 

advantage suggests, liberalized trade will push each country to produce the products it pro- 

duces best. 

Deregulating prices and eliminating subsidies can bring serious political problems. Many 

products in Russia and the rest of the socialist world were priced below market-clearing levels for 

equity reasons. Housing, food, and clothing were considered by many to be entitlements. Making 

them more expensive, at least relative to their prices in previous times, 1s not likely to be popular. 

In 2008, rising rice prices in Southeast Asia caused considerable unrest in Vietnam, Thailand, and 

Macroeconomic Stabilization Many countries in transition have had a problem with 

; 
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tragedy of commons 
The idea that collective 

ownership may not provide the 

proper private incentives for 

efficiency because individuals 

do not bear the full costs of 

their own decisions but do 

enjoy the full benefits. 

Cambodia. In addition, forcing inefficient firms to operate without subsidies will lead many of 

them to go out of business, and jobs will be lost. So while price deregulation and trade liberaliza- 

tion are necessary, they are very difficult politically. 

Privatization One problem with a system of central ownership is a lack of accountability. Under 

a system of private ownership, owners reap the rewards of their successes and suffer the consequences 

of their failures. Private ownership provides a strong incentive for efficient operation, innovation, and 

hard work that is lacking when ownership is centralized.and profits are distributed to the people. 

The classic story to illustrate this point is calléd the tragedy of commons, which is the 

idea that collective ownership may not provide the proper private incentives for efficiency 

because individuals do not bear the full costs of their own decisions but do enjoy the full ben- 

efits. Suppose an agricultural community has 10,000 acres of grazing land. If the land was 

held in common so that all farmers had unlimited rights to graze their animals, each farmer 

would have an incentive to overgraze. He or she would reap the full benefits from grazing 

additional calves while the costs of grazing the calves would be borne collectively. The system 

provides no incentive to manage the land efficiently. Similarly, if the efficiency and benefits of 

your hard work and managerial skills accrue to others or to the state, what incentive do you 

have to work hard or to be efficient? 
One solution to the tragedy of commons attempted in eighteenth-century Britain was to 

divide up the land into private holdings. Today, many economists argue, the solution to the 

incentive problem encountered in state-owned enterprises is to privatize them and let the 

Owners compete. 

In addition to increasing accountability, privatization means creating a climate in which new 

enterprises can flourish. If there is market demand for a product not currently being produced, 

individual entrepreneurs should be free to set up a business and make a profit. During the last 

months of the Soviet Union’s existence, private enterprises such as taxi services, car repair ser- 

vices, restaurants, and even hotels began to spring up all over the country. 

Like deregulation of prices, privatization is difficult politically. Privatization means that 

many protected enterprises will go out of business because they cannot compete at world prices, 

resulting in a loss of jobs, at least temporarily. 

Market-Supporting Institutions Between 1991 and 1997, U.S. fitms raced to Eastern 
Europe in search of markets and investment opportunities and immediately became aware of a 

major obstacle. The institutions that make the market function relatively smoothly in the United 

States did not exist in Eastern Europe. For example, the capital market, which channels private 

saving into productive capital investment in developed capitalist economies, is made up of hun- 

dreds of different institutions. The banking system, venture capital funds, the stock market, the 

bond market, commodity exchanges, brokerage houses, investment banks, and so on, have devel- 

oped in the United States over hundreds of years, and they could not be replicated overnight in 
the formerly Communist world. 

Similar problems exist in the Chinese economy. While the Chinese equity market has grown 
rapidly in the last decade, that growth has been accompanied by problems with weak governance 
and lack of transparency. These issues discourage investments by western firms. 

Many market-supporting institutions are so basic that Americans take them for granted. The 
institution of private property, for example, is a set of rights that must be protected by laws that the 
government must be willing to enforce. Suppose the French hotel chain Novotel decides to build a 
new hotel in Moscow or Beijing. Novotel must first acquire land. Then it will construct a building 
based on the expectation of renting rooms to customers. These investments are made with the 
expectation that the owner has a right to use them and a right to the profits that they produce. For 
such investments to be undertaken, these rights must be guaranteed by a set of property laws. This 
is equally true for large business firms and for local entrepreneurs who want to start their own 
enterprises. China’s ambiguous property rights laws may also be problematic. While farmers can 
own their own homes, for example, all rural land is collectively owned by villages. Farmers have 
the right to manage farmland, but not own it. As a result, transfer of land is difficult. 
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Similarly, the law must provide for the enforcement of contracts. In the United States, a huge 
body of law determines what happens if you break a formal promise made in good faith. 
Businesses exist on promises to produce and promises to pay. Without recourse to the law when a 

~ contract is breached, contracts will not be entered into, goods will not be manufactured, and ser- 
vices will not be provided. 

Protection of intellectual property rights is also an important feature of developed market 
economies. When an artist puts out a record, the artist and his or her studio are entitled to reap 
revenues from it. When Apple developed the iPod, it too earned the right to collect revenue for its 
patent ownership. Many less developed countries lack laws and enforcement mechanisms to 

protect intellectual property of foreign investments and their own current and future investors. 

The lack of protection discourages trade and home-grown invention. For example, in late 2007, 
China, in recognition of some of these issues, began drafting a new set of laws for intellectual 
property protection. 

Another seemingly simple matter that turns out to be quite complex is the establishment 

of a set of accounting principles. In the United States, the rules of the accounting game are 

embodied in a set of generally accepted accounting principles (GAAP) that carry the force of 

law. Companies are required to keep track of their receipts, expenditures, and liabilities so that 

their performance can be observed and evaluated by shareholders, taxing authorities, and oth- 

ers who have an interest in the company. If you have taken a course in accounting, you know 

how detailed these rules have become. Imagine trying to do business in a country operating 

under hundreds of different sets of rules. That is what happened in Russia during its transition. 

Another institution is insurance. Whenever a venture undertakes a high-risk activity, it buys 

insurance to protect itself. Several years ago Amnesty International (a nonprofit organization that 

works to protect civil liberties around the world) sponsored a worldwide concert tour with a 

number of well-known rock bands and performers. The most difficult part of organizing the tour 

was obtaining insurance for the artists and their equipment when they played in the then- 

Communist countries of Eastern Europe. 

Social Safety Net Ina centrally planned socialist economy, the labor market does not func- 
tion freely. Everyone who wants a job is guaranteed one somewhere. The number of jobs is deter- 

mined by a central plan to match the number of workers. There is essentially no unemployment. 

This, it has been argued, is one of the great advantages of a planned system. In addition, a central 

planning system provides basic housing, food, and clothing at very affordable levels for all. With 

no unemployment and necessities available at very low prices, there is no need for unemploy- 

ment insurance, welfare, or other social programs. 

Transition to a free labor market and liberalization of prices means that some workers will 

end up unemployed and that everyone will pay higher prices for necessities. Indeed, during the 

early phases of the transition process, unemployment will be high. Inefficient state-owned enter- 

prises will go out of business; some sectors will contract while others expand. As more and more 

people experience unemployment, popular support for reform is likely to drop unless some sort 

of social safety net is erected to ease the transition. This social safety net might include unem- 

ployment insurance, aid for the poor, and food and housing assistance. The experiences of the 

developed world have shown that such programs are expensive. 

External Assistance Very few believe that the transition to a market system can be 

achieved without outside support and some outside financing. Knowledge of and experience 

with capitalist institutions that exist in the United States, Western Europe, and Japan are of vital 

interest to the Eastern European nations. The basic skills of accounting, management, and enter- 

prise development can be taught to developing nations; many say it is in everyone’s best interest 

to do so. 

There is little agreement about the extent of financial support that should be given, however. 

In the case of Russia, the United States pushed for a worldwide effort to provide billions of dollars 

in aid, to stabilize its macroeconomy, and to buy desperately needed goods from abroad. For 

China, no such aid was thought to be necessary. 
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shock therapy The 
approach to transition from 

socialism to market capitalism 

that advocates rapid 

deregulation of prices, 
liberalization of trade, and 

privatization. 

Shock Therapy or Gradualism? Although economists generally agreed on what the 

former socialist economies needed to do, they debated the sequence and timing of specific 

reforms. 

The popular press described the debate as one between those who believe in “shock therapy” 

(sometimes called the Big Bang approach) and those who prefer a more gradual approach. 

Advocates of shock therapy believe that the economies in transition should proceed immedi- 

ately on all fronts. They should stop printing money, deregulate prices and liberalize trade, priva- 

tize, develop market institutions, build a social safety net, and acquire external aid—all as quickly 

as possible. The pain will be severe, the argument goes, but in the end, it will be forgotten as the 

transition raises living standards. Advocates of a gradualist approach believe the best course is to 

build up market institutions first, gradually decontrol prices, and privatize only the most efficient 

government enterprises first. 

Those who favor moving quickly point to the apparent success of Poland, which moved 

rapidly through the first phases of reform. Russia’s experience during the first years of its transi- 

tion demonstrated that, at least in that country, change must, to some extent, be gradual. In the- 

ory, stabilization and price liberalization can be achieved instantaneously. To enjoy the benefits of 

liberalization, a good deal of privatization must have taken place—and that takes time. One ana- 

lyst has said that privatization means “selling assets with no value to people with no money.” 

Some estimates suggest that half of Russian state-owned enterprises were incapable of making a 

profit at world prices. Simply cutting them loose would create chaos. In a sense, Russia had no 

choice but to move slowly. 

he i eg 8 Kav ime ned 3 ire 

1. The economic problems facing the developing countries are 5. Developing countries are often burdened by inadequate 
often quite different from those confronting industrialized social overhead capital, ranging from poor public health 

nations. The policy options available to governments may and sanitation facilities to inadequate roads, telephones, 
also differ. Nonetheless, the tools of economic analysis are as and court systems. Such social overhead capital is often 

useful in understanding the economies of less developed expensive to provide, and many governments are not in a 
countries as in understanding the U.S. economy. position to undertake many useful prajects because they 

are too costly. . 

LIFE IN THE DEVELOPING NATIONS: POPULATION 6. Inefficient and corrupt bureaucracies also play a role in 
AND POVERTY p. 426 

2. The central reality of life in the developing countries is 7 
poverty. Although there is considerable diversity across the 
developing nations, most of the people in most developing 
countries are extremely poor by U.S. standards. 

ECONOMIC DEVELOPMENT: SOURCES AND 
STRATEGIES p. 427 

3. Almost all developing nations have a scarcity of physical 
capital relative to other resources, especially labor. The 

vicious-circle-of-poverty hypothesis says that poor countries 

cannot escape from poverty because they cannot afford to 
postpone consumption—that is, to save—to make invest- 

ments. In its crude form, the hypothesis is wrong inas- 

much as some prosperous countries were at one time 

retarding economic development in places. 

. Because developed economies are characterized by a large 
share of output and employment in the industrial sector, 
many developing countries seem to believe that develop- 

ment and industrialization are synonymous. In many cases, 
developing countries have pursued industry at the expense 
of agriculture, with mixed results. Recent evidence suggests 

that some balance between industry and agriculture leads to 
the best outcome. 

8. Import-substitution policies, a trade strategy that favors 

developing local industries that can manufacture goods to 
replace imports, were once very common in developing 
nations. In general, such policies have not succeeded as well 
as those promoting open, export-oriented economies. 

poorer than many developing countries are today. 9. The failure of many central planning efforts has brought 
However, it is often difficult to mobilize saving efficiently increasing calls for less government intervention and more 
in many developing nations. market orientation in developing economies. 

4, Human capital—the stock of education and skills embodied 10. Microfinance—lending small amounts to poor borrowers 
in the workforce—plays a vital role in economic development. using peer lending groups—has become an important new 

tool in encouraging entrepreneurship in developing coun- 
tries. 
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11. China and India have followed quite different paths in recent | THE TRANSITION TO A MARKET ECONOMY >». 438 
development. 

~ 

ISSUES IN ECONOMIC DEVELOPMENT », 436 

12. Rapid population growth is characteristic of many devel- 
oping countries. Large families can be economically ratio- 
nal because parents need support in their old age or 
because children offer an important source of labor. 14 
However, having many children does not mean a net bene- 
fit to society as a whole. Rapid population growth can put a 
strain on already overburdened public services such as edu- 
cation and health. 

brain drain, p. 429 International Monetary Fund 

capital flight, p. 428 mortality rate, p. 438 

13. Economists generally agree on six requirements for a suc- 
cessful transition from socialism to a market-based system: 
(1) macroeconomic stabilization, (2) deregulation of prices 

and liberalization of trade, (3) privatization, (4) establish- 

ment of market-supporting institutions, (5) a social safety 
net, and (6) external assistance. 

- Much debate exists about the sequence and timing of spe- 
cific reforms. The idea of shock therapy is to proceed 
immediately on all six fronts, including rapid deregulation 
of prices and privatization. The gradualist approach is to 
build up market institutions first, gradually decontrol 
prices, and privatize only the most efficient government 
enterprises first. 

(IMF), p. 433 structural adjustment, p. 435 

tragedy of commons, p. 440 

export promotion, p. 432 natural rate of population increase, p. 438 vicious-circle-of-poverty hypothesis, p. 428 

fertility rate, p. 438 shock therapy, p. 442 

import substitution, p. 432 social overhead capital, p. 429 

PROBLE 

World Bank, p. 433 

Visit www.myeconlab.com to complete the problems marked in orange online. You will receive tin) | b 

instant feedback on your answers, tutorial help, and access to additional practice problems. \X u Wwecon fe 

1. The biggest problem facing developing countries across the 4. 

globe in 2006 was disease. The HIV/AIDS pandemic had 

infected more than 40 million worldwide and up to 40 percent 

of the adult populations of some African countries, such as 

Botswana. Describe the effects of HIV/AIDS on the economies 

of these countries. Make sure you discuss the sources of eco- 

nomic growth and the use of scarce resources. 

2. For a developing country to grow, it needs capital. The major 

source of capital in most countries is domestic saving, but the 

goal of stimulating domestic saving usually is in conflict with 

government policies aimed at reducing inequality in the distrib- 

ution of income. Comment on this trade-off between equity 

and growth. How would you go about resolving the issue if you 

were the president of a small, poor country? 

The GDP of any country can be divided into two kinds of 

goods: capital goods and consumption goods. The proportion 6. 

of national output devoted to capital goods determines, to some 

extent, the nation’s growth rate. 

a. Explain how capital accumulation leads to economic growth. 

b. Briefly describe how a market economy determines how 

much investment will be undertaken each period. 

c. Consumption versus investment is a more painful conflict to 

resolve for developing countries. Comment on that statement. 

d. Ifyou were the benevolent dictator of a developing country, 

what plans would you implement to increase per capita GDP? 

—— REVIEW TERMS AND CONCEPTS ————— 

| 

The World Bank and the International Monetary Fund were 

scheduled to formally cancel the debts of 18 very poor countries 

in 2006, and the African Development Bank was committed to 

taking the same action during its 2006 annual meeting. Go 

online and find out whether these debts were indeed canceled. 

How much debt was forgiven during that year in each of the 

countries involved? What are the expected benefits to those 

countries? 

Poor countries are trapped in a vicious circle of poverty. For 

output to grow, they must accumulate capital. To accumulate 

capital, they must save (consume less than they produce). 

Because they are poor, they have little or no extra output avail- 

able for savings—it must all go to feed and clothe the present 

generation. Thus they are doomed to stay poor forever. 

Comment on each step in that argument. 

Famines are acts of God resulting from bad weather or other 

natural disasters. There is nothing we can do about them except 

to send food relief after they occur. Explain why that position is 

inaccurate. Concentrate on agricultural pricing policies and dis- 

tributional issues. 

In China, rural property is owned collectively by the village 

while being managed under long-term contracts by individual 

farmers. Why might this be a problem in terms of optimal land 

managment, use, and allocation? 
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8. How does peer lending used in microfinance help to solve the GQ [Related to the Economics in Practice on p. 430] Corruption 

in a government is often accompanied by inefficiency in the problem of adverse selection? 

economy. Why should this be true? © [Related to the Economics in Practice on p. 435] Find another 

example of the use of cell phones as a way to improve market 11. The distribution of income in a capitalist economy is likely to be 

more unequal than it is in a socialist economy. Why is this so? Is 

there a tension between the goal of limiting inequality and the 

goal of motivating risk taking and hard work? Explain your 

answer in detail. 

functioning in a developing economy. 
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ability-to-pay principle A theory of taxation 
holding that citizens should bear tax burdens in 
line with their ability to pay taxes. p. 384 

absolute advantage A producer has an absolute 
advantage over another in the production of a 
good or service if he or she can produce that 
product using fewer resources. p. 29 p. 403 

adverse selection A situation in which 
asymmetric information results in high-quality 

goods or high-quality consumers being squeezed 
out of transactions because they cannot 

demonstrate their quality. p. 350 

asymmetric information One of the parties to 
a transaction has information relevant to the 

transaction that the other party does not have. p. 349 

average fixed cost (AFC) Total fixed cost 
divided by the number of units of output; a per- 
unit measure of fixed costs. p. 157 

average product The average amount produced 

by each unit of a variable factor of production. 

p. 142 

average taxrate Total amount of tax paid divided 

by total income. p. 38] 

average total cost (ATC) Total cost divided by 
the number of units of output. p. 163 

average variable cost (AVC) Total variable cost 

divided by the number of units of output. p. 162 

barriers to entry Factors that prevent new firms 
from entering and competing in imperfectly 

competitive industries. p. 270 

behavioral economics A branch of economics 
that uses the insights of psychology and economics 

to investigate decision making. p. 307 

benefits-received principle A theory of fairness 
holding that taxpayers should contribute to 
government (in the form of taxes) in proportion to 

the benefits theyreceive from public expenditures. 

p. 383 ; 
black market A market in which illegal trading 

takes place at market-determined prices. p. 77 

bond A contract between a borrower and a lender, 
in which the borrower agrees to pay the loan at 

some time in the future, along with interest 

payments along the way. p. 225 

brain drain The tendency for talented people 
from developing countries to become educated in 

a developed country and remain there after 

graduation. p. 429 

breaking even The situation in which a firm is 

earning exactly a normal rate of return. p. 178 

budget constraint The limits imposed on 

household choices by income, wealth, and product 

prices. p. 112 

capital Things that are produced and then used in 

the production of other goods and services. p. 25 

p. 221 

capital flight The tendency for both human 

capital and financial capital to leave developing 

countries in search of higher expected rates of 

return elsewhere with less risk. p. 428 

capital income Income earned on savings that 

have been put to use through financial capital 

markets. p. 225 

capital market The input/factor market in which 

households supply their savings, for interest or for 

claims to future profits, to firms that demand 

funds to buy capital goods. p. 47 p. 224 

capital stock Fora single firm, the current 
market value of the firm’s plant, equipment, 
inventories, and intangible assets. p. 223 

capital-intensive technology Technology that 
relies heavily on capital instead of human labor, 
p. 140 

cartel A group of firms that gets together and 

makes joint price and output decisions to 
maximize joint profits. p, 287 

Cartesian coordinate system A common 
method of graphing two variables that makes use 
of two perpendicular lines against which the 

variables are plotted. p. 19 p. 22 

Celler-Kefauver Act Extended the government's 

authority to control mergers. p. 298 

ceteris paribus, or allelse equal A device used to 

analyze the relationship between two variables 
while the values of other variables are held 

unchanged. p. 12 

choice set or opportunity set The set of 

options that is defined and limited by a budget 

constraint. p. 113 

Clayton Act Passed by Congress in 1914 to 
strengthen the Sherman Act and clarify the rule of 

reason, the act outlawed specific monopolistic 

behaviors such as tying contracts, price 

discrimination, and unlimited mergers. p. 278 

Coase theorem Under certain conditions, when 

externalities are present, private parties can arrive 

at the efficient solution without government 

involvement. p. 327 

command economy An economy in whicha 
central government either directly or indirectly sets 

output targets, incomes, and prices. p. 39 

commitment device Actions that individuals 
take in one period to try to control their behavior 

in a future period. p. 307 

comparative advantage A producer has a 

comparative advantage over another in the 

production of a good or service if he or she can 

produce that product at a lower opportunity cost. 

p. 29 p. 403 
compensating differentials Differences in wages 

that result from differences in working conditions. 
Risky jobs usually pay higher wages; highly desirable 

jobs usually pay lower wages. p. 361 

complements, complementary goods Goods 

that “go together”; a decrease in the price of one 
results in an increase in demand for the other and 

vice versa. p. 52 

concentration ratio The share of industry 

output in sales or employment accounted for by 

the top firms. p. 285 

constant returns to scale An increase in a firm’s 

scale of production has no effect on costs per unit 

produced. p. 185 

constant-cost industry 
no economies or diseconomies of scale as the 
industry grows. Such industries have flat, or 

horizontal, long-run supply curves. p. 200 p. 201 

An industry that shows 

consumer goods Goods produced for present 

consumption. p. 32 

consumer sovereignty The idea that consumers 

ultimately dictate what will be produced (or not 

produced) by choosing what to purchase (and 

what not to purchase). p. 39 

consumer surplus The difference between the 

maximum amount a person is willing to pay for a 

good and its current market price. p. 82 

contestable markets Markets in which entry 
and exit are easy, p. 285 

Corn Laws The tariffs, subsidies, and restrictions 

enacted by the British Parliament in the early 

nineteenth century to discourage imports and 

encourage exports of grain. p. 403 

cross-price elasticity of demand A measure of 
the response of the quantity of one good 

demanded to a change in the price of another 

good. p. 102 

deadweight loss The total loss of producer and 
consumer surplus from underproduction or 

overproduction. p. 84 

decreasing returns to scale, or diseconomies 

of scale An increase in a firm’s scale of 
production leads to higher costs per unit 

produced. p. 185 

decreasing-cost industry An industry that 
realizes external economies—that is, average costs 

decrease as the industry grows. The long-run 
supply curve for such an industry has a negative 

slope. p. 200 p. 201 

demand curve A graph illustrating how much of 
a given product a household would be willing to 

buy at different prices. p. 49 

demand schedule A table showing how much of 
a given product a household would be willing to 

buy at different prices. p. 49 

demand-determined price The price of a good 
that is in fixed supply; it is determined exclusively 

by what households and firms are willing to pay 

for the good. p. 212 

depreciation The decline in an asset’s economic 

value over time. p. 224 

derived demand The demand for resources 
(inputs) that is dependent on the demand for the 

outputs those resources can be used to produce. 

p. 204 

descriptive economics The compilation of data 

that describe phenomena and facts. p. 10 

diamond/water paradox A paradox stating that 
(1) the things with the greatest value in use 
frequently have little or no value in exchange and 

(2) the things with the greatest value in exchange 
frequently have little or no value in use. p. 119 

diminishing marginal utility The more of any 
one good consumed in a given period, the less 

incremental satisfaction is generated by consuming 

a marginal or incremental unit of the same good. 

p. 346 
Doha Development Agenda An initiative of 

the World Trade Organization focused on issues of 

trade and development. p. 412 

dominant strategy In game theory, a strategy 
that is best no matter what the opposition does. 

p. 291 

drop-in-the-bucket problem A problem 
intrinsic to public goods: The good or service is 

usually so costly that its provision generally does 
not depend on whether any single person pays. 

p. 333 

dumping A firm’s or an industry’s sale of 
products on the world market at prices below its 

own cost of production. p. 412 
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duopoly A two-firm oligopoly. p. 289 

economic growth An increase in the total 
output of an economy. Economic growth occurs 
when a society acquires new resources or when a 
society learns to produce more using existing 

resources. p. 15 p. 36 

economicincome The amount of money a 
household can spend during a given period 

without increasing or decreasing its net assets. 

Wages, salaries, dividends, interest income, 
transfer payments, rents, and so on are sources of 

economic income. p. 363 

economic integration Occurs when two or 
more nations join to form a free-trade zone. 

p. 413 

economic theory A statement or set of related 

statements about cause and effect, action and 

reaction. p. 10 

economics The study of how individuals and 
societies choose to use the scarce resources that 

nature and previous generations have provided. p. 2 

efficiency In economics, allocative efficiency. An 
efficient economy is one that produces what 

people want at the least possible cost. p. 14 p. 242 

efficient market A market in which profit 

opportunities are eliminated almost 

instantaneously. p. 3 

elasticdemand A demand relationship in which 
the percentage change in quantity demanded is 

larger than the percentage change in price in 

absolute value (a demand elasticity with an 

absolute value greater than 1). p. 92 

elasticity A general concept used to quantify the 

response in one variable when another variable 

changes. p. 89 

elasticity oflabor supply A measure of the 
response of labor supplied to a change in the 

price of labor. p. 103 

elasticity of supply A measure of the response 
of quantity of a good supplied to a change in 

price of that good. Likely to be positive in output 

markets. p. 103 

empirical economics The collection and use of 
data to test economic theories. p. 13 

entrepreneur A person who organizes, manages, 
and assumes the risks of a firm, taking a new idea 

or a new product and turning it into a successful 

business. p. 46 

equilibrium The condition that exists when 
quantity supplied and quantity demanded are 

equal. At equilibrium, there is no tendency for 
price to change. p. 62 

equity Fairness. p. 14 p. 359 

estate The property that a person owns at the 
time of his or her death. p. 386 

estate tax A tax on the total value of a person’s 

estate. p. 386 

European Union (EU) The European trading 
bloc composed of 25 countries. p. 413 

excess burden The amount by which the burden 
of a tax exceeds the total revenue collected. Also 
called deadweight loss. p. 393 

excess demand or shortage The condition that 
exists when quantity demanded exceeds quantity 

supplied at the current price. p. 62 

excess supply or surplus The condition that 

exists when quantity supplied exceeds quantity 

demanded at the current price. p. 63 

exchange rate The ratio at which two currencies 

are traded. The price of one currency in terms of 
another. p. 408 

expected rate ofreturn The annual rate of 
return that a firm expects to obtain through a 
capital investment. p. 231 

expected utility The sum of the utilities coming 
from all possible outcomes of a deal, weighted by 
the probability of each occurring. p. 347 

expected value The sum of the payoffs associated 
with each possible outcome of a situation 

weighted by its probability of occurring. p. 346 

export promotion A trade policy designed to 

encourage exports. p. 432 

export subsidies Government payments made 

to domestic firms to encourage exports. p. 411 

external economies and diseconomies 
When industry growth results in a decrease of 

long-run average costs, there are external me: 

economies; when industry growth results in an 

increase of long-run average costs, there are 

external diseconomies. p. 198 p. 201 

externality A cost or benefit imposed or 
bestowed on an individual or a group that is 
outside, or external to, the transaction. p. 256 

p.319 
factor endowments The quantity and quality 

of labor, land, and natural resources of a country. 

p. 410 

factor substitution effect The tendency of 
firms to substitute away from a factor whose price 

has risen and toward a factor whose price has 

fallen. p. 210 

factors of production (or factors) The inputs 
into the process of production. Another term for 

resources. Land, labor, and capital are the three 

key factors of production. p. 25 p. 47 

fair game or fair bet A game whose expected 
value is zero. p. 346 

fallacy of composition The erroneous belief 
that what is true for a part is necessarily true for 

the whole. p. 13 

favored customers Those who receive special 
treatment from dealers during situations of excess 

demand. p. 76 

Federal Trade Commission (FTC) A federal 
regulatory group created by Congress in 1914 to 

investigate the structure and behavior of firms 

engaging in interstate commerce, to determine 

what constitutes unlawful “unfair” behavior, and 

to issue cease-and-desist orders to those found in 
violation of antitrust law. p. 278 

fertility rate The birth rate. Equal to (the 
number of births per year divided by the 
population) X 100. p. 437 

financial capital market The complex set of 

institutions in which suppliers of capital 

(households that save) and the demand for capital 

(firms wanting to invest) interact. p. 127 p. 225 

firm An organization that comes into being when 

a person or a group of people decides to produce 

a good or service to meet a perceived demand. A 

firm transforms resources (inputs) into products 

(outputs). Firms are the primary producing units 

in a market economy. p. 46 p. 136 

Five Forces model A model developed by 

Michael Porter that helps us understand the 

five competitive forces that determine the level 

of competition and profitability in an industry. 

fixed cost Any cost that does not depend on the 

firms level of output. These costs are incurred 

even if the firm is producing nothing. There are 
no fixed costs in the long run. p. 156 

food stamps Vouchers that have a face value 
greater than their cost and that can be used to 
purchase food at grocery stores. p. 375 

free enterprise The freedom of individuals to 

start and operate private businesses in search of 
profits. p. 40 

free-rider problem A problem intrinsic to 
public goods: Because people can enjoy the 
benefits of public goods whether or not they pay 
for them, they are usually unwilling to pay for 

them. p. 333 

game theory Analyzes the choices made by rival 
firms, people, and even governments when they 
are trying to maximize their own well-being while 
anticipating and reacting to the actions of others 

in their environment. p. 291 

General Agreement on Tariffs and Trade 
(GATT) An international agreement signed by 
the United States and 22 other countries in 1947 

to promote the liberalization of foreign trade. 

p. 412 
general equilibrium The condition that exists 

when all markets in an economy are in 

simultaneous equilibrium. p. 242 

Gini coefficient A commonly used measure of 
the degree of inequality of income derived from a 

Lorenz curve. It can range from 0 to a maximum 

of 1. p. 364 

government failure Occurs when the 
government becomes the tool of the rent seeker 

and the allocation of resources is made even less 

efficient by the intervention of government. 

p. 275 
graph A two-dimensional representation of a set 

of numbers, or data. p. 18 p. 22 

Heckscher-Ohlin theorem A theory that 
explains the existence of a country’s comparative 

advantage by its factor endowments: A country 

has a comparative advantage in the production of 

a product if that country is relatively well 

endowed with inputs used intensively in the 

production of that product. p. 410 

Herfindahl-Hirschman Index (HHI) An 
index of market concentration found by 

summing the square of percentage shares of firms 

in the market. p. 298 

homogenous products Undifferentiated 
products; products that are identical to, or 

indistinguishable from, one another. p. 109 p. 167 

horizontal differentiation Products differ in 
ways that make them bettey for some people and 

worse for others. p. 306 

households The consuming units in an 
economy. p. 46 

human capital A form of intangible capital that 
includes the skills and other knowledge that 

workers have or acquire through education and 

training and that yields valuable services to a firm 
over time. p. 222 p. 361 

imperfect competition An industry in which 
single firms have some control over price and 

competition. Imperfectly competitive industries 

give rise to an inefficient allocation of resources. 
p. 254 

imperfect information The absence of full 
knowledge concerning product characteristics, 

available prices, and so on. p. 256 

imperfectly competitive industry An 
industry in which individual firms have some 

control over the price of their output. p. 261 

import substitution An industrial trade 

strategy that favors developing local industries 

that can manufacture goods to replace imports. 
p. 432 

impossibility theorem A proposition 
demonstrated by Kenneth Arrow showing that no 

system of aggregating individual preferences into 

social decisions will always yield consistent, 
nonarbitrary results. p. 338 
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income The sum of all a household’s wages, 
salaries, profits, interest payments, rents, and 
other forms of earnings in a given period of time. 
It is a flow measure. p. 51 

income elasticity of demand A measure of 
the responsiveness of demand to changes in 
income. p. 102 

_ increasing returns to scale, or economies of 
scale An increase ina firm’s scale of 
production leads to lower costs per unit 
produced. p. 185 

increasing-cost industry An industry that 
encounters external diseconomies—that is, 

average costs increase as the industry grows. The 

long-run supply curve for such an industry has a 

positive slope. p. 200 p. 201 

Indifference curve A set of points, each point 
representing a combination of goods X and Y, all 

of which yield the same total utility. p. 130 p, 134 

Industrial Revolution The period in England 
during the late eighteenth and early nineteenth 

centuries in which new manufacturing 

technologies and improved transportation gave 

rise to the modern factory system and a massive 

movement of the population from the 

countryside to the cities. p. 4 

inelastic demand Demand that responds 
somewhat, but not a great deal, to changes in 
price. Inelastic demand always has a numerical 

value between zero and —1. p. 92 

infantindustry A young industry that may need 
temporary protection from competition from the 

established industries of other countries to develop 

an acquired comparative advantage. p. 419 

inferior goods Goods for which demand tends 
to fall when income rises. p. 52 

injunction A court order forbidding the 
continuation of behavior that leads to damages. 

p. 328 

input or factor markets The markets in which 
the resources used to produce goods and services 

are exchanged. p. 46 

inputs or resources Anything provided by 

nature or previous generations that can be used 

directly or inditectly to satisfy human wants. p. 26 

intangible capital Nonmaterial things that 
contribute to the output of future goods and 

services. p. 222 

interest The payments made for the use of 

money. p. 225 

interest rate Interest payments expressed as a 

percentage of the loan. p. 225 

International Monetary Fund (IMF) An 

international agency whose primary goals are to 

stabilize international exchange rates and to lend 

money to countries that have problems financing 

their international transactions. p. 433 

investment The process of using resources to 

produce new capital; New capital additions to a 

firm’s capital stock. Although capital is measured 

at a given point in time (a stock), investment is 

measured over a period of time (a flow). The flow 

of investment increases the capital stock. p. 32 

p. 223 

isocost line A graph that shows all the 

combinations of capital and labor available for a 

given total cost. p. 151 p. 153 

isoquant A graph that shows all the combinations 

of capital and labor that can be used to produce a 

given amount of output. p. 150 p. 153 

labor market The input/factor market in which 

households supply work for wages to firms that 

demand labor. p. 47 

labor supply curve A curve that shows the 
quantity of labor supplied at different wage rates. 

Its shape depends on how households react to 

changes in the wage rate. p. 124 

labor theory of value Stated most simply, the 
theory that the value of a commodity depends 
only on the amount of labor required to produce 

it. p. 371 

labor-intensive technology Technology that 
relies heavily on human labor instead of capital. 

p. 140 

laissez-faire economy Literally from the 
French: “allow [them] to do.” An economy in 

which individual people and firms pursue their 

own self-interest without any central direction or 
regulation. p. 39 

land market = The input/factor market in which 
households supply land or other real property in 

exchange for rent. p. 47 

law of demand The negative relationship 
between price and quantity demanded: As price 

rises, quantity demanded decreases; as price falls, 

quantity demanded increases. p. 49 

law of diminishing marginal utility The 
more of any one good consumed in a given 

period, the less satisfaction (utility) generated by 

consuming each additional (marginal) unit of the 

same good. p. 116 

law of diminishing returns When additional 
units of a variable input are added to fixed inputs 
after a certain point, the marginal product of the 

variable input declines. p. 141 

law of supply The positive relationship between 

price and quantity of a good supplied: An 

increase in market price will lead to an increase in 

quantity supplied, and a decrease in market price 

will lead to a decrease in quantity supplied. p. 57 

liability rules Laws that require A to compensate 

B for damages imposed. p. 328 

logrolling Occurs when congressional 
representatives trade votes, agreeing to help each 
other get certain pieces of legislation passed. p. 339 

longrun That period of time for which there are 

no fixed factors of production: Firms can 

increase or decrease the scale of operation, and 

new firms can enter and existing firms can exit 

the industry. p. 139 

long-run average cost curve (LRAC) The 

“envelope” of a series of short-run cost 

curves. p. 186 

long-run competitive equilibrium When 

P =SRMC = SRAC = LRAC and profits are zero. 

p. 195 
long-run industry supply curve (LRIS) A 

graph that traces out price and total output over 

time as an industry expands. p. 200 p. 201 

Lorenz curve A widely used graph of the 

distribution of income, with cumulative 

percentage of households plotted along the 

horizontal axis and cumulative percentage of 

income plotted along the vertical axis. p. 364 

macroeconomics The branch of economics that 

examines the economic behavior of aggregates— 

income, employment, output, and so on—on a 

national scale. p. 8 

marginal cost (MC) _ The increase in total cost 

that results from producing 1 more unit of 

output. Marginal costs reflect changes in variable 

costs. p. 159 

marginal damage cost (MDC) The additional 

harm done by increasing the level of an 

externality-producing activity by 1 unit. If 

producing product X pollutes the water in a river, 

MDCis the additional cost imposed by the added 

pollution that results from increasing output by 1 

unit of X per period. p. 323 
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marginal private cost (MPC) The amount 

that a consumer pays to consume an additional 

unit of a particular good. p. 323 

marginal product The additional output that 
can be produced by adding one more unit of a 
specific input, ceteris paribus. p. 141 

marginal product of labor (MP,) The 
additional output produced by | additional unit 

of labor. p. 204 

marginal productivity theory of income 
distribution At equilibrium, all factors of 
production end up receiving rewards determined 

by their productivity as measured by marginal 

revenue product. p. 217 

Marginal rate of substitution MU,/MUy; the 
ratio at which a household is willing to substitute 

good Y for good X. p. 130 p. 134 

marginal rate of technical substitution The 
rate at which a firm can substitute capital for 

labor and hold output constant. p. 150 p. 153 

marginal rate of transformation (MRT) 
The slope of the production possibility frontier 

(ppf). p. 35 

marginal revenue (MR) The additional 
revenue that a firm takes in when it increases 
output by one additional unit. In perfect 

competition, P= MR. p. 168 

marginal revenue product (MRP) The 
additional revenue a firm earns by employing | 

additional unit of input, ceteris paribus. p. 205 

marginal social cost (MSC) The total cost to 
society of producing an additional unit of a good 

or service. MSC is equal to the sum of the 
marginal costs of producing the product and the 

correctly measured damage costs involved in the 

process of production. p. 320 

Glossary 

marginal tax rate The tax rate paid on any 

additional income earned. p. 381 

marginal utility(MU) The additional 
satisfaction gained by the consumption or use of 

one more unit of a good or service. p. 116 

marginalism The process of analyzing the 
additional or incremental costs or benefits arising 

from a choice or decision. p. 2 

market The institution through which buyers 
and sellers interact and engage in exchange. p. 39 

market demand The sum of all the quantities of 

a good or service demanded per period by all the 

households buying in the market for that good or 

service. p. 55 

market failure Occurs when resources are 
misallocated, or allocated inefficiently. The result 

is waste or lost value. p. 254 p. 319 

market power An imperfectly competitive firm’s 

ability to raise price without losing all of the 

quantity demanded for its product. p. 261 

market signaling Actions taken by buyers and 

sellers to communicate quality in a world of 

uncertainty. p. 353 

market supply The sum of all that is supplied each 

period by all producers of a single product. p. 61 

maximin strategy In game theory, a strategy 

chosen to maximize the minimum gain that can 

be earned. p. 293 

mechanism design A contract or an institution 

that aligns the interests of two parties in a 

transaction. A piece rate, for example, creates 

incentives for a worker to work hard, just as his or 

her superior wants. A co-pay in the health care 

industry encourages more careful use of health 

care, just as the insurance company wants. P. Boo 
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Medicaid and Medicare In-kind government 
transfer programs that provide health and 
hospitalization benefits: Medicare to the aged and 

their survivors and to certain of the disabled, 

regardless of income, and Medicaid to people 

with low incomes. p. 374 

microeconomics The branch of economics that 

examines the functioning of individual industries 
and the behavior of individual decision-making 

units—that is, firms and households. p. 8 

midpoint formula A more precise way of 
calculating percentages using the value halfway 

between P, and P, for the base in calculating the 

percentage change in price and the value halfway 

between Q, and Q, as the base for calculating the 
percentage change in quantity demanded. p. 94 

minimum efficient scale (MES) The smallest 
size at which the long-run average cost curve is at 

its minimum. p. 186 

minimum wage A price floor set for the price of 

labor; the lowest wage that firms are permitted to 

pay workers. p. 79 p. 361 

mixed goods Goods that are part public goods 
and part private goods. Education is a key 

example. p. 337 

model A formal statement of a theory, usually a 
mathematical statement of a presumed 
relationship between two or more variables. p. 11 

money income The measure of income used by 

the Census Bureau. Because money income 

excludes noncash transfer payments and capital 

gains income, it is less inclusive than economic 

income. p. 364 

monopolistic competition A common form 
of industry (market) structure in the United 

States, characterized by a large number of firms, 

no barriers to entry, and product differentiation. 

p. 304 

monopoly An industry composed of only one 

firm that produces a product for which there are 
no close substitutes and in which significant 

barriers exist to prevent new firms from entering 

the industry. p. 254 

moral hazard Arises when one party to a 

contract changes behavior in response to that 

contract and thus passes on the costs of that 

behavior change to the other party. p. 355 

mortality rate The death rate. Equal to (the 
number of deaths per year divided by the 

population) X 100. p. 437 

movement alonga demand curve The 
change in quantity demanded brought about by a 
change in price. p. 54 

movement along asupply curve The change 
in quantity supplied brought about by a change in 

price. p. 59 

Nash equilibrium In game theory, the result of 
all players’ playing their best strategy given what 
their competitors are doing. p. 292 

natural monopoly An industry that realizes 

such large economies of scale in producing its 

product that single-firm production of that good 
or service is most efficient. p. 270 

natural rate of population increase The 
difference between the birth rate and the death rate. 
p. 437 

negative relationship A relationship between 

two variables, X and Y, in which a decrease in X is 

associated with an increase in Y and an increase in 

X is associated with a decrease in Y. p. 19 p, 22 

network externalities The value of a product 
to a consumer increases with the number of that 

product being sold or used in the market. p. 272 

nonexcludable A characteristic of most public 
goods: Once a good is produced, no one can be 

excluded from enjoying its benefits. p. 332 

nonrival in consumption A characteristic of 
public goods: One person’s enjoyment of the 

benefits of a public good does not interfere with 

another’s consumption of it. p. 332 

normal goods Goods for which demand goes up 

when income is higher and for which demand 

goes down when income is lower. p. 51 

normal rate of return A rate of return on 
capital that is just sufficient to keep owners and 

investors satisfied. For relatively risk-free firms, it 

should be nearly the same as the interest rate on 

risk-free government bonds. p. 137 

normative economics An approach to 
economics that analyzes outcomes of economic 

behavior, evaluates them as good or bad, and may 

prescribe courses of action. Also called policy 

economics. p. 10 

North American Free Trade Agreement 
(NAFTA) An agreement signed by the United 
States, Mexico, and Canada in which the three 
countries agreed to establish all North America as 
a free-trade zone. p. 413 

Ockham’s razor The principle that irrelevant 

detail should be cut away. p. 11 

oligopoly A form of industry (market) structure 

characterized by a few dominant firms. Products 

may be homogenous or differentiated. p. 283 

opportunity cost The best alternative that we 

forgo, or give up, when we make a choice or a 
decision. p. 2 p. 27 

optimal level of provision for public goods 
The level at which society’s total willingness to 

pay per unit is equal to the marginal cost of 

producing the good. p. 336 

optimal method of production The 
production method that minimizes cost. p. 139 

optimal scale of plant The scale of plant that 
minimizes average cost. p. 189 

origin Ona Cartesian coordinate system, the 

point at which the horizontal and vertical axes 
intersect. p. 19 p. 22 

production The process that transforms scarce 

resources into useful goods and services. p. 25 

output effect of a factor price increase 
(decrease) When a firm decreases (increases) 
its output in response to a factor price increase 
(decrease), this decreases (increases) its demand 

for all factors. p. 212 

outputs Goods and services of value to 
households. p. 26 

Pareto efficiency or Pareto optimality A 
condition in which no change is possible that will 

make some members of society better off without 

making some other members of society worse off. 
p. 248 

partial equilibrium analysis The process of 
examining the equilibrium conditions in 

individual markets and for households and firms 
separately. p. 242 

patent A barrier to entry that grants exclusive use 
of the patented product or process to the 

inventor, p. 271 

payoff The amount that comes from a possible 
outcome or result. p. 346 

perfect competition An industry structure in 

which there are many firms, each being small 

relative to the industry and producing virtually 

identical products, and in which no firm is large 

enough to have any control over prices. In 

perfectly competitive industries, new competitors 

can freely enter and exit the market. p. 109 p. 167 

perfect knowledge The assumption that 
households possess a knowledge of the qualities 

and prices of everything available in the market 

and that firms have all available information 
concerning wage rates, capital costs, and output 

prices. p. 109 

perfect price discrimination Occurs when a 
firm charges the maximum amount that buyers 
are willing to pay for each unit. p. 275 

perfect substitutes Identical products. p. 52 

perfectly elastic demand Demand in which 
quantity drops to zero at the slightest increase in 

price. p. 92 

perfectly inelastic demand Demand in which 
quantity demanded does not respond at all to a 

change in price. p. 91 

physical, or tangible, capital Material things 
used as inputs in the production of future goods 

and services. The major categories of physical 

capital are nonresidential structures, durable 

equipment, residential structures, and 

inventories. p. 222 

positive economics An approach to economics 

that seeks to understand behavior and the 
operation of systems without making judgments. 

It describes what exists and how it works. p. 10 

positive relationship A relationship between 
two variables, X and Y, in which a decrease in X is 

associated with a decrease in Y, and an increase in 

X is associated with an increase in Y. p. 19 p. 22 

post hoc, ergo propter hoc Literally, “after this (in 

time), therefore because of this.” A common error 

made in thinking about causation: If Event A 

happens before Event B, it is not necessarily true 

that A caused B. p. 12 

poverty line The officially established income 
level that distinguishes the poor from the 

nonpoor. It is set at three times the cost of the 

Department of Agriculture’s minimum food 

budget. p. 368 

Preference map A consumer’s set of 
indifference curves. p. 131 p. 134 

present discounted value (PDV) or present 
value (PV) The presgnt discounted value of R 
dollars to be paid t years in the future is the 

amount you need to pay today, at current interest 

rates, to ensure that you ehd up with R dollars 

t years from now. It is the current market value of 
receiving R dollars in t years. p. 237 p. 240 

price ceiling A maximum price that sellers may 

charge for a good, usually set by government. p. 75 

price discrimination Charging different prices 
to different buyers. p. 275 

price elasticity of demand The ratio of the 
percentage of change in quantity demanded to 

the percentage of change in price; measures the 

responsiveness of quantity demanded to changes 
in price. p. 91 

price floor A minimum price below which 

exchange is not permitted. p. 79 

price leadership A form of oligopoly in which 
one dominant firm sets prices and all the 

smaller firms in the industry follow its pricing 
policy. p. 288 

price rationing The process by which the 

market system allocates goods and services to 

consumers when quantity demanded exceeds 
quantity supplied. p. 73 

principle of neutrality All else equal, taxes that 
are neutral with respect to economic decisions 

(that is, taxes that do not distort economic 

decisions) are generally preferable to taxes that 
distort economic decisions. Taxes that are not 

neutral impose excess burdens. p. 393 



principle of second best The fact that a tax 
distorts an economic decision does not always 
imply that such a tax imposes an excess burden. If 
there are previously existing distortions, such a 

tax may actually improve efficiency. p. 395 

prisoners’ dilemma A game in which the players 
are prevented from cooperating and in which each 

has a dominant strategy that leaves them both 
worse off than if they could cooperate. p. 292 

private goods Goods and services produced by 

firms for sale to individual households. p, 255 

producer surplus. The difference between the 
current market price and the full cost of 

production for the firm. p. 83 

product differentiation A strategy that firms 
use to achieve market power. Accomplished by 
producing products that have distinct positive 

identities in consumers’ minds. p. 305 

product or output markets The markets in 
which goods and services are exchanged. p. 46 

production The process that transforms scarce 
resources into useful goods and services. p. 25 

p. 135 

production function or total product 
function A numerical or mathematical 
expression of a relationship between inputs and 

outputs. It shows units of total product as a 

function of units of inputs. p. 140 

production possibility frontier (ppf) A 
graph that shows all the combinations of goods 

and services that can be produced if all of 
society’s resources are used efficiently. p. 32 

production technology The quantitative 
relationship between inputs and outputs. p. 140 

productivity ofan input The amount of 
output produced per unit of that input. p. 204 

profit The difference between revenues and 

costs. p. 57 p. 136 

progressive tax A tax whose burden, expressed 

as a percentage of income, increases as income 

increases. p. 380 

property income Income from the ownership 

of real property and financial holdings. It takes 

the form of profits, interest, dividends, and rents. 

p. 363 c 

proportional tax A tax whose burden is the 

same proportion of income for all households. 

p. 380 

protection The practice of shielding a sector of 

the economy from foreign competition. p. 411 

public assistance, or welfare Government 

transfer programs that provide cash benefits to: 

(1) families with dependent children whose 

incomes and assets fall below a very low level, and 

(2) the very poor regardless of whether they have 

children. p. 374 

public choice theory An economic theory that 

the public officials who set economic policies and 

regulate the players act in their own seif-interest, 

just as firms do. p. 275 

public goods, (or social or collective goods) 

Goods and services that bestow collective benefits 

on members of society. Generally, no one can be 

excluded from enjoying their benefits. The classic 

example is national defense. p. 255 p. 332 

pure monopoly An industry with a single firm 

that produces a product for which there are no 

close substitutes and in which significant barriers 

to entry prevent other firms from entering the 

industry to compete for profits. p. 262 

pure rent The return to any factor of production 

that is in fixed supply. p. 212 

quantity demanded The amount (number of 

units) of a product that a household would buy in 

a given period if it could buy all it wanted at the 

current market price. p. 48 

quantity supplied The amountof a particular 
product that a firm would be willing and able to 
offer for sale at a particular price during a given 

time period. p. 57 

queuing Waiting in line as a means of 

distributing goods and services: a nonprice 
rationing mechanism. p. 76 

quota A limit on the quantity of imports. p. 412 

ration coupons Tickets or coupons that entitle 

individuals to purchase a certain amount of a 

given product per month. p. 76 

Rawlsian justice A theory of distributional 
justice that concludes that the social contract 
emerging from the “original position” would call 
for an income distribution that would maximize 
the well-being of the worst-off member of 

society, p. 371 

realincome The set of opportunities to purchase 
real goods and services available to a household as 

determined by prices and money income. p. 114 

regressive tax A tax whose burden, expressed as 
a percentage of income, falls as income 

increases. p. 381 

rent-seeking behavior Actions taken by 
households or firms to preserve positive profits. 

p. 275 
risk premium The maximum price a risk-averse 

person will pay to avoid taking a risk. p. 348 

risk-averse Refers to a person’s preference of a 
certain payoff over an uncertain one with the 

same expected value. p. 348 

risk-loving Refers to a person’s preference for an 

uncertain deal over a certain deal with an equal 

expected value. p. 348 

risk-neutral Refers to a person’s willingness to 
take a bet with an expected value of zero. p. 348 

rule ofreason The criterion introduced by the 
Supreme Court in 1911 to determine whether a 

particular action was illegal (“unreasonable”) or 

legal (“reasonable”) within the terms of the 

Sherman Act. p. 278 

Limited. p. 2 

shift ofa demand curve The change that takes 

place in a demand curve corresponding to a new 

relationship between quantity demanded of a 

good and price of that good. The shift is brought 

about by a change in the original conditions. p. 53 

shift of a supply curve The change that takes 

place in a supply curve corresponding to a new 

relationship between quantity supplied of a good 

and the price of that good. The shift is brought 

about by a change in the original conditions. p. 59 

scarce 

shock therapy The approach to transition from 

socialism to market capitalism that advocates 

rapid deregulation of prices, liberalization of 

trade, and privatization. p. 442 

short run The period of time for which two 

conditions hold: The firm is operating under a 

fixed scale (fixed factor) of production, and firms 

can neither enter nor exit an industry. p. 139 

short-run industry supply curve 

the marginal cost curves (above AVC) of all the 

The sum of 

firms in an industry. p. 183 

shut-down point The lowest point on the 

average variable cost curve. When price falls 

below the minimum point on AVC, total revenue 

is insufficient to cover variable costs and the firm 

will shut down and bear losses equal to fixed 

costs. p. 182 
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slope A measurement that indicates whether the 

relationship between variables is positive or 
negative and how much of a response there is in 
Y (the variable on the vertical axis) when X (the 

variable on the horizontal axis) changes. p. 20 

piee 

Smoot-Hawley tariff The U.S. tariff law of the 
1930s, which set the highest tariffs in U.S. history 

(60 percent). It set off an international trade war 

and caused the decline in trade that is often 
considered a cause of the worldwide depression of 

the 1930s. p. 412 

social capital, or infrastructure Capital that 
provides services to the public. Most social capital 

takes the form of public works (roads and 
bridges) and public services (police and fire 

protection). p. 222 

social choice The problem of deciding what 

society wants. The process of adding up 

individual preferences to make a choice for 

society as a whole. p. 337 

social overhead capital Basic infrastructure 
projects such as roads, power generation, and 

irrigation systems. p. 429 

Social Security system The federal system of 

social insurance programs. It includes three 
separate programs that are financed through 
separate trust funds: the Old Age and Survivors 

Insurance (OAST) program, the Disability 

Insurance (DI) program, and the Health 

Insurance (HI), or Medicare program. p. 373 

sources side/uses side The impact of a tax may 
be felt on one or the other or on both sides of the 
income equation. A tax may cause net income to 

fall (damage on the sources side), or it may cause 

prices of goods and services to rise so that income 
buys less (damage on the uses side). p. 388 

spreading overhead The process of dividing 

total fixed costs by more units of output. Average 

fixed cost declines as quantity rises. p. 157 

stability A condition in which national output is 

growing steadily, with low inflation and full 

employment of resources. p. 15 

stock A share of stock is an ownership claim ona 

firm, entitling its owner to a profit share. p. 226 

structural adjustment A series of programs in 

developing nations designed to: (1) reduce the 

size of their public sectors through privatization 

and/or expenditure reductions, (2) decrease their 

budget deficits, (3) control inflation, and (4) 

encourage private saving and investment through 

tax reform. p. 434 

substitutes Goods that can serve as replacements 

for one another; when the price of one increases, 

demand for the other increases. p. 52 

sunk costs Costs that cannot be avoided because 

they have already been incurred. p. 3 

supply curve A graph illustrating how much of a 

product a firm will sell at different prices. p. 57 

supply schedule A table showing how much of 

a product firms will sell at alternative prices. p. 97 

tacit collusion Collusion occurs when price- 

and quantity-fixing agreements among producers 

are explicit. Tacit collusion occurs when such 

agreements are implicit. p. 288 

tariff A tax on imports. p. 411 

tax base The measure or value upon which a tax 

is levied. p. 379 

tax incidence The ultimate distribution of a tax 

burden. p. 388 

tax rate structure The percentage of a tax base 

that must be paid in taxes—25 percent of income, 

for example. p. 379 
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tax shifting Occurs when households can alter 
their behavior and do something to avoid paying 

a tax. p. 388 

technological change The introduction of new 
methods of production or new products intended 

to increase the productivity of existing inputs or 

to raise marginal products. p. 217 

terms of trade The ratio at which a country can 

trade domestic products for imported products. 

p. 407 

theory of comparative advantage _ Ricardo’s 
theory that specialization and free trade will 

benefit all trading parties, even those that may be 

“absolutely” more efficient producers. p. 27 

p. 403 
Tiebout hypothesis An efficient mix of public 

goods is produced when local land/ housing prices 

and taxes come to reflect consumer preferences just 

as they do in the market for private goods. p. 337 

time series graph A graph illustrating how a 

variable changes over time. p. 18 p. 22 

tit-for-tat strategy A repeated game strategy in 
which a player responds in kind to an opponent’s 

play. p. 294 

total cost (TC) Total fixed costs plus total 
variable costs. p. 156 

total cost (total economic cost) The total of 
(1) out-of-pocket costs and (2) opportunity cost 

of all factors of production. p. 136 

total fixed costs (TFC) or overhead The total 
of all costs that do not change with output even if 
output is zero. p. 156 

total revenue (TR) The amount received from 
the sale of the product; The price per unit times 

the quantity of output the firm decides to 
produce (P X q). p. 136 p. 168 

total utility The total amount of satisfaction 

obtained from consumption of a good or 

service. p. 116 

total variable cost (TVC) The total of all costs 
that vary with output in the short run. p. 157 

total variable cost curve A graph that shows 
the relationship between total variable cost and 

the level of a firm’s output. p. 158 

trade deficit The situation when a country 
imports more than it exports. p. 402 

trade surplus The situation when a country 
exports more than it imports. p. 402 

tragedy of commons The idea that collective 

ownership may not provide the proper private 

incentives for efficiency because individuals do 

not bear the full costs of their own decisions but 

do enjoy the full benefits. p. 440 

transfer payments Payments by government to__, 
people who do not supply goods or services in 

exchange. p. 363 

U.S.-Canadian Free Trade Agreement An 
agreement in which the United States and Canada 

agreed to eliminate all barriers to trade between 

the two countries by 1998. p, 413 

unemployment compensation A state 
government transfer program that pays cash 
benefits for a certain period of time to laid-off 

workers who have worked for a specified period 

of time for a covered employer. p. 374 

unitary elasticity A demand relationship in 

which the percentage change in quantity of a 

product demanded is the same as the percentage 

change in price in absolute value (a demand 
elasticity of -1). p. 92 

utilitarian justice The idea that “a dollar in the 
hand of a rich person is worth less than a dollar in 

the hand of a poor person.” If the marginal utility 
of income declines with income, transferring 

income from the rich to the poor will increase 

total utility. p. 370 

utility The satisfaction a product yields. p. 116 

utility possibilities frontier A graphic 
representation of a two-person world that shows 

all points at which I’s utility can be increased only 

if J’s utility is decreased. p. 360 

utility-maximizing rule Equating the ratio of 
the marginal utility of a good to its price for all 

goods. p. 119 

variable A measure that can change from time to 

time or from observation to observation. p. I] 

variable cost A cost that depends on the level of 
production chosen. p. 156 

vertical differentiation A product difference 
that, from everyone’s perspective, makes a 

product better than rival products. p. 308 

vicious-circle-of-poverty hypothesis 
Suggests that poverty is self-perpetuating because 

poor nations are unable to save and invest enough 

to accumulate the capital stock that would help 

them grow. p. 428 

voting paradox A simple demonstration of how 

majority-rule voting can lead to seemingly 

contradictory and inconsistent results. A commonly 

cited illustration of the kind of inconsistency 

described in the impossibility theorem. p. 339 

wealth or net worth The total value of what a 
household owns minus what it owes. It is a stock 

measure. p. 5] 

World Bank An international agency that lends 
money to individual countries for projects that 

promote economic development. p. 433 

World Trade Organization(WTO) A 
negotiating forum dealing with rules of trade 
across nations. p. 412 

X-axis Ona Cartesian coordinate system, the 

horizontal line against which a variable is plotted. 
p. 19 p. 22 

X-intercept The point at which a graph 

intersects the X-axis. p. 19 p. 22 

Y-axis Ona Cartesian coordinate system, the 
vertical line against which a variable is plotted. 
p. 19 p.22 

Y-intercept The point at which a graph intersects 

the Y-axis. p. 19 p. 22 
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